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1 Introduction

In order to consider a communication system which is described by quan-

tum mechanics, we must reformulate information (communication) theory

in terms of quantum mechanical language. Suppose an input state � is
transmitted through a quantum channel to yield the output state �0. The
problem is, of cause, to measure how much information can be transmitted

to the receiver observing the output state. In classical theory, it is measured
by the mutual information. Shannon's fundamental result [1] asserts that
the supremum of mutual information over input and output is identical to

the channel capacity, i.e. the maximum rate under which one can transmit
information within arbitrary small error probability. The counterpart of this
result in quantal situation has been investigated by a number of researchers
(see the recent review [2] and the references quoted therein). However, most

of these works seems unsatisfactory since they hastily assumed a priori anal-
ogy between such quantum informational quantities as the von Neumann
entropy, the quantum relative entropy, etc. and the Shannon entropy, the
Kullback-Leibler divergence, etc., respectively, without establishing their

physical observability and/or operational signi�cance in quantum theoreti-
cal contexts. Furthermore, it seems that many researchers are involved in
insu�cient treatments of quantum information as yet due to the confusion

on the ignorance interpretation of density operators [3].
Needless to say that one of the principal themes of the traditional infor-

mation theory consists in establishing coding theorems in various contexts,
through which many informational contents are equipped with operational

signi�cance in certain asymptotic frameworks. One of the reason for the
immaturity of quantum information theory lies in the lack of asymptotic

approaches, although there are a small number of excellent exceptions such
as [4][5].

The purpose of this paper is to present a proper framework of coding
problems for a quantum memoryless channel and to derive an asymptotic
formula for the channel capacity, based upon the philosophy that any infor-

mation theory shall be constructed in terms of observable quantities [6][7].
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2 Quantum description of state, measurement,

and channel

In information theory, we have to consider simultaneously two systems, an
input system and an output system. Information of the input system is

transmitted to the output system. A channel exhibits all dynamical e�ects
for the information transmission. In Shannon's theory [1], the information
of a system is carried by a probability distribution of events, and a channel

induces a change of this probability distribution. The concept of state in

a quantum system can be regarded as an extension of that of probability
distribution. Therefore, the information of quantum systems is carried by a
state, and a channel provides a dynamical change of states.

Let H be a separable Hilbert space which corresponds to the physical

system of interest. A quantum state is represented by a density operator �
on H which satis�es � = �� � 0 and Tr� = 1. A measurement f�(B)gB2F
on a measurable space (
;F) is an operator-valued set function which satisfy

the following axioms [8, p. 50]:

1. �(�) = 0; �(
) = I,

2. �(B) = �(B)� � 0; (8B 2 F),
3. �(

S
j Bj) =

P
j �(Bj), (for all at most countable disjoint sequence

fBjg � F).

In particular, a measurement � is called simple if it satis�es, in addition to
the above three axioms, �(B1)�(B2) = 0; (8B1\8B2 = �). In this paper, we

restrict ourselves to �nite dimensional Hilbert spaces and to measurements
on �nite sets for simplicity. By �xing a state � and a measurement � on
a �nite set X , the outcome of the measurement form an X -valued random
variable which obeys the probability distribution p(x) = Tr��(x); (x 2 X ).
Letting P(Hj) be the set of states on Hj , a quantum channel for an input
system H1 and an output system H2 is described by a map � : P(H1) !
P(H2) which satis�es

�(��1 + (1� �)�2) = ��(�1) + (1� �)�(�2) (1)

for all �1; �2 2 P(H1) and 0 � � � 1.
Physically, it is reasonable to assume that the operations � arise through

the interaction of the system with an external quantum system Hc (i.e.,
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physical reality of the channel) of the form

��1 = TrHc
U�(�1 
 �c)U;

where �1 2 P(H1); �c 2 P(Hc) and U is unitary in H1 
 Hc. Letting
fjiig; fj�ig be CONS in H1 and Hc, respectively, then

V�
def
=
X
i

(I1 
p
�c)U ji�ihij; ji�i = jii 
 j�i

satis�es
��1 =

X
�

V �� (�1 
 Ic)V�;

which is the dual of a completely positive map by Stinespring's theorem1[9].
We therefore often make a more restrictive de�nition of a channel as the dual
map of a certain completely positive map � : B(H2)! B(H1), i.e. � = ��,
where B(Hj) denotes the set of (bounded) linear operators on Hj and the

dual map �� is de�ned by Tr��(X) = Tr��(�)X for all X 2 B(H2), see [10]
for details. For the present, however, only the assumption (1) is su�cient
for our discussion.

In order to investigate asymptotic properties, we must consider the nth

extension of the system which is described by tensor product
nN
H = H 


� � � 
 H. In classical theory, this corresponds to the signal of length n. In
quantum theory, in the same way, this extension is needed to describe the
situation where the sender transmits n states f�jgnj=1 sequentially, which is

represented by the state �1 
 � � � 
 �n on
nN
H1. Now we de�ne a quantum

channel for extended input and output systems
nN
H1 and

nN
H2 by a map

�(n) : P(
nN
H1)! P(

nN
H2) which satis�es

�(n)(��
(n)
1 + (1� �)�

(n)
2 ) = ��(n)(�

(n)
1 ) + (1� �)�(n)(�

(n)
2 ) (2)

for all �
(n)
1 ; �

(n)
2 2 P(

nN
H1) and 0 � � � 1. Further, a channel �(n) is called

memoryless if

�(n)(�1 
 � � � 
 �n) = (��1)
 � � � 
 (��n):

1Suppose A is a C�-algebra with unit, H a Hilbert space, and B = B(H) the set of
bounded linear operators on H. A map � : A ! B is completely positive i� there is a
�-representation � of A into operators on a Hilbert space H

0
and a bounded linear map

V :H!H
0
such that �A = V

�
�(A)V .
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A memoryless channel �(n) is thus determined uniquely by �. For a memo-
ryless channel, we therefore often drop the superscript (n) for simplicity. In

the following, we only consider memoryless channels.
Finally, we quote an important fact with respect to the quantum relative

entropy (a quantum counterpart of the Kullback{Leibler divergence) for two
quantum states � and � de�ned by

D(�k�) def
= Tr�(log �� log �):

By �xing a measurement � on a �nite set X , we have two probability dis-
tributions p(x) = Tr��(x) and q(x) = Tr��(x). Let us denote the corre-
sponding (classical) Kullback{Leibler divergence

D(pkq) =
X
x2X

p(x) log
p(x)

q(x)

by D�(�k�). It is well-known that the monotonicity

D(�k�) � D�(�k�) (3)

holds for all measurements �, and the equality is attainable by a certain

measurement � when and only when �� = ��, see for instance [11, Theorem
1.5, Theorem 5.3].

3 Quantum channel coding theorem

Suppose an input state �(n) = �1 
 � � � 
 �n is transmitted through a mem-
oryless channel � to yield the output state ��(n) = ��1 
 � � � 
 ��n. We

shall investigate how much information can be transmitted to the receiver
observing the output state.

We �rst prepare a �nite set of quantum states on
nN
H1, each element

of which is an n-tensor product of states on H1:

Cn = f�(n)(1); � � � ; �(n)(Mn)g; �(n)(k) = �1(k)
� � �
�n(k); �j(k) 2 P(H1):

In connection with classical communication channel, n, Cn, and �
(n)(j) cor-

respond to a codelength, a codebook, and a codeword, respectively. The
transmitter �rst selects a codeword �(n) = �1 
 � � � 
 �n which corresponds
to the message to be transmitted (encoding), and then transmits each signal
�1; � � � ; �n successively through a memoryless channel �. The receiver then
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receives signals ��1; � � � ;��n and, by means of a certain measuring process,
he estimates which signal among Cn has been actually transmitted (decod-

ing). In this case, the decoder is described by a Cn-valued measurement T (n)

over
nN
H2.

In such a communication system, the probability for the event that the

decoded codeword is � (n) under the condition that the transmitted codeword

is �(n) is given by

Tr
h
(��(n)) T (n)(� (n))

i
:

Therefore, the error probability is de�ned by

Pe(Cn; �
(n); T (n)) = 1�Tr

h
(��(n)) T (n)(�(n))

i
: (4)

Let us de�ne the average error probability for the code Cn and the decoder

T (n) by

Pe(Cn; T
(n)) =

1

jCnj
X

�(n)2Cn

Pe(Cn; �
(n); T (n)); (5)

where jCnj denotes the cardinality of Cn (number of codewords), i.e. jCnj =
Mn. We further de�ne the error probability of Cn by

Pe(Cn) = inf
T (n)

Pe(Cn; T
(n)): (6)

Now, the quantity

Rn =
log jCnj

n
(7)

is called the rate for the code Cn. Consider sequences of codes fCngn which

satisfy limn!1 Pe(Cn) = 0, and denote the supremum of limn!1Rn over
such sequences by C(�), which is called the capacity of the channel �.

Let us derive the quantum counterpart of channel coding theorem which

establishes the relation between the capacity C(�) and the mutual informa-
tion. By �xing arbitrarily (not necessarily Cn-valued) a measurement �(n)

on a �nite set Y over
nN
H2, we have the (classical) conditional probability

distribution of state-valued input random variable X and Y-valued output

random variable Y which becomes

p(Y = yjX = �(n)) = Tr
h
(��(n)) �(n)(y)

i
: (8)

Therefore, by introducing arbitrarily a probability distribution p(n)(�(n))

over P(
nN
H1), we have a joint distribution

p(X = �(n); Y = y) = p(n)(�(n))Tr
h
(��(n))�(n)(y)

i
; (9)
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Since we are dealing with successive transmissions of states through a chan-

nel, we only need to consider such distributions p(n)(�(n)) over P(
nN
H1)

whose support (set of elementary events) are composed of �nite number
of product states �(n) = �1 
 � � � 
 �n. In this case, the distribution

p(n)(�(n)) can be identi�ed with a simultaneous distribution p(n)(�1; � � � ; �n)
over P(H1)

n = P(H1)�� � ��P(H1). Denote the totality of such distributions

by P(n). Given an arbitrary probability distribution p(n)(�(n)) 2 P(n), we

de�ne a mixture of states

�(n)
def
=
X
�(n)

p(n)(�(n))�(n) =
X

�1;���;�n

p(n)(�1; � � � ; �n)�1 
 � � � 
 �n: (10)

This can also be regarded as a decomposition of �(n), each �(n) = �1
� � �
�n
being elementary events which occur according to the probability p(n)(�(n)).

Lemma 1 The classical mutual information I(X;Y ) for the joint distri-
bution (9) is identical to

I(n)(p(n);�(n); �)
def
=
X
�(n)

p(n)(�(n))D�(n)

�
��(n)




��(n)� : (11)

Proof

I(X; Y ) = D(p(x; y)kp(x)p(y))
=

X
x

p(x)D(p(yjx)kp(y))

=
X
�(n)

p(n)(�(n))D�(n)

�
��(n)




��(n)�

�

Lemma 2 For a memoryless channel �, the quantity

C(n)(�)
def
= sup

p(n)2P
(n)

sup
�(n)

I(n)(p(n);�(n); �): (12)

exhibits the following superadditivity:

C(m+n)(�) � C(m)(�) + C(n)(�): (13)
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Proof If we adopt such a probability distribution p(m+n) over P(H1)
m+n

that satis�es p(m+n) = p(m)p(n), then

�(m+n) =
X

�(m+n)

p(m+n)(�(m+n))�1 
 � � � 
 �m 
 �m+1 
 � � � 
 �m+n

= �(m) 
 �(n):

Therefore we have

C(m+n)(�)

= sup
p(m+n);�(m+n)

I(m+n)(p(m+n);�(m+n); �)

= sup
p(m+n);�(m+n)

X
�(m+n)

p(m+n)(�(m+n))D�(m+n)

�
��(m+n)




��(m+n)
�

� sup

p(m+n) = p(m)p(n)

�(m+n) = �(m) 
 �(n)

X
�(m+n)

p(m+n)(�(m+n))D�(m+n)

�
��(m+n)




��(m+n)
�

= sup

p(m); p(n)

�(m);�(m)

X
�(m+n)

p(m+n)(�(m+n))D�(m)
�(n)

�
��(m) 
 ��(n)




��(m) 
 ��(n)
�

= C(m)(�) + C(n)(�):

�

Note that the superadditivity of C(n) implies C(n) � nC(1), which is in
remarkable contrast to classical channel.

Now, let us establish the quantum counterpart of Shannon's channel
coding theorem.

Theorem 1 For a memoryless channel �,

C(�) = lim
n!1

C(n)(�)

n
= sup

n

C(n)(�)

n
(14)

Proof The second equality follows from the superadditivity (13). We

prove the �rst equality.
Let us de�ne the asymptotic rate of the code Cn by

R = lim
n!1

log jCnj
n

: (15)
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If R < C(�), there exist such m that satis�es R < C(m)(�)=m. Then
by �xing �(m) which attains C(m)(�), the channel becomes a classical one

whose capacity is C(m)(�) per m signals. Then invoking to the conventional
scheme by using the random coding technique, we can prove that there exists
a coding where the error probability can be suppressed arbitrarily small.

On the other hand, by using Fano's inequality and assuming the uniform

distribution on the codebook Cn, the average error probability Pe(Cn; T
(n))

is evaluated as

log 2 + Pe(Cn; T
(n)) log jCnj � H(�̂(n)j�̂(n))

= H(�̂(n))� I(�̂(n); �̂ (n))

� log jCnj � sup
p(n);T (n)

I(n)(p(n); T (n); �)

� log jCnj � sup
p(n);�(n)

I(n)(p(n);�(n); �);

where �̂(n) denotes the Cn-valued random variable which is uniformly dis-
tributed over Cn, and �̂ (n) denotes the Cn-valued random variable which

corresponds to the decoded words when the decoder T (n) is applied to the
output state ��̂(n). This inequality leads to

�
1� Pe(Cn; T

(n))
� log jCnj

n
� C(n)(�)

n
+

log 2

n
:

Then, in order to assure Pe(Cn)! 0 as n!1, R must be less than C(�).
�

4 Bounds for the quantum capacity

Theorem 1 asserts that the proper counterpart of channel capacity is given
by (14). However, one cannot expect to compute C(�) directly from the
de�nition in general since it contains an apparently impracticable operation

sup�(n) and, a fortiori, is not single-letterized. It is natural to ask whether
C(�) can be expressed in a simpler form. We intend to explore here some
basic relations between the quantum capacity C(�) and another capacity-
like quantities.

An X -valued measurement �(n) over
nN
H is called recursive if it takes
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the form

�(n)(x) =
X

yn:f(yn)=x

2
4 nO
j=1

�j(yj j yj�1)
3
5 :

Here, �j( � j yj�1) is a Yj-valued measurement over H possibly depending

on the previous data yj�1 = (y1; � � � ; yj�1) 2 Y1 � � � � � Yj�1, and

f : Y1 � � � � � Yn ! X

is a mapping. Consider sequences of codes fCngn which satisfy limn!1 Pe(Cn) =
0 provided the in�mum in (6) is taken over all recursive decoders T (n) here,
and denote by C
(�) the supremum of limn!1Rn over such sequences.

Theorem 2

C
(�) = C(1)(�):

Proof C
(�) � C(1)(�) is trivial. We show the converse inequality. Let
Cn be a code and T (n) a recursive decoder of the form

T (n)(�(n)) =
X

yn:f(yn)=�(n)

2
4 nO
j=1

�j(yj j yj�1)
3
5 :

Further, let Xn be a random variable which is uniformly distributed on Cn.
Note that Xn is written as Xn = (X1; � � � ;Xn) by a set of P(H1)-valued
random variables fXjgj . Let Y n = (Y1; � � � ; Yn) be the random variable

representing outcomes of the measurement f
nO
j=1

�j(yj j yj�1)g applied to the

output system in the state
nO
j=1

�Xj. Now, by using Fano's inequality and

Lemma 3 which shall be proved below, we have

log 2 + Pe(Cn; T
(n)) log jCnj � H(XnjY n)

= H(Xn)� I(Xn;Y n)

� log jCnj � nC(1)(�):

Thus we have �
1� Pe(Cn; T

(n))
�
log jCnj � log 2 + nC(1)(�):
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Since limn!1 Pe(Cn) = 0 is assumed, it follows that

lim sup
n!1

log jCnj
n

� C(1)(�);

which proves C
(�) � C(1)(�). �

Lemma 3

I(Xn;Y n) � nC(1)(�): (16)

Proof We observe

I(Xn;Y n) =
nX

j=1

I(Xn;Yj jY j�1) =
nX

j=1

I(Xj;Yj jY j�1);

where the �rst equality follows from the chain rule for the mutual infor-
mation, and the second equality follows from the fact that XnY j�1 !
XjY

j�1 ! Yj forms a Markov chain in this order since

p(yj jxnyj�1) = Tr [xj�j(yj j yj�1)] = p(yj jxjyj�1):

Furthermore,

I(Xj ;Yj jY j�1) =
X
yj�1

p(yj�1)I(Xj;Yj jY j�1 = yj�1)

=
X
yj�1

p(yj�1)I(1)(pXj
( � );�j( � j yj�1) ; �)

�
X
yj�1

p(yj�1) sup
p;�

I(1)(p;� ; �)

= C(1)(�);

which proves the assertion. �

Theorem 2 implies that C
(�) = C(1)(�) gives a general lower bound for
the meaningful quantum capacity C(�). In other words, the capacity C(�)
cannot be attained by means of a recursive measurement unless C(�) =

C(1)(�). Thus, it is essential to consider measurements over the extended
Hilbert space which cannot be realized in a recursive manner.
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We next de�ne the following quantity:

~C(n)(�)
def
= sup

p(n)2P
(n)

~I(n)(p(n); �); (17)

where
~I(n)(p(n); �)

def
=
X
�(n)

p(n)(�(n))D(��(n) k ��(n)) (18)

de�nes a formal (purely quantal) mutual information (�(n) is de�ned in (10)
).

Theorem 3

(i) ~C(n)(�) = n ~C(1)(�),

(ii) ~C(1)(�) � C(�).

Proof (i) From Lemma 4 below, we con�rm that

~C(n)(�) � sup

p(n)2P
(n)

nX
j=1

~I(1)(pj ; �)

�
nX

j=1

sup
pj

~I(1)(pj; �)

= n ~C(1)(�):

On the other hand, when �1; � � � ; �n are drawn independently, �(n) becomes

�(n) =
X

�1;���;�n

p1(�1) � � � pn(�n)�1 
 � � � 
 �n =
nO
j=1

�j:

Then by restricting p(n) to i.i.d., C(n)(�) can be evaluated from below as

~C(n)(�) = sup

p(n)2P
(n)

X
�(n)

p(n)(�(n))D(��(n) k ��(n))

� sup
p(n):i:i:d:

X
�(n)

p(n)(�(n))D(��(n) k ��(n))

= sup
p

X
�1;���;�n

p(�1) � � � p(�n)D(
nO
j=1

��j k
nO

j=1

��j)

= sup
p

nX
j=1

X
�j

p(�j)D(��j k ��j)

= n ~C(1)(�):
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Thus we have ~C(n)(�) = n ~C(1)(�).
(ii) By using the monotonicity of relative entropy (3), we immediately

have
~I(n)(p(n); �) � I(n)(p(n);�(n); �);

which implies ~C(n)(�) � C(n)(�). Then by using (i),

~C(1)(�) =
~C(n)(�)

n
� C(n)(�)

n
:

Taking the limit n!1, we have (ii). �

Lemma 4 Denote the jth marginal of p(n)(�1; � � � ; �n) by pj(�j). Then

~I(n)(p(n); �) �
nX

j=1

~I(1)(pj ; �):

Proof We �rst observe

~I(n)(p(n); �) =
X
�(n)

p(n)(�(n))Tr (��(n))
h
log(��(n))� log(��(n))

i

= SN(��
(n))�

X
�(n)

p(n)(�(n))SN (��
(n)); (19)

where SN denotes the von Neumann's entropy de�ned by SN (�) = �Tr� log �.
Since � is assumed memoryless,

��(n) =
X
�(n)

p(n)(�1; � � � ; �n) ��1 
 � � � 
 ��n:

Then due to the subadditivity of SN , the �rst term of the last side in (19)
is evaluated from the above as

SN (��
(n)) �

nX
j=1

SN

0
@X

�j

pj(�j)��j

1
A =

nX
j=1

SN (��j);

where

�j =
X
�j

pj(�j)�j :
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On the other hand,

SN (��
(n)) = SN (��1 
 � � � 
 ��n) =

nX
j=1

SN (��j)

holds owing to the additivity of SN . Then (19) is evaluated from above as

~I(n)(p(n); �) �
nX

j=1

2
4SN (��j)�X

�j

pj(�j)SN(��j)

3
5

=
nX

j=1

X
�j

pj(�j)D(��j k ��j)

=
nX

j=1

I(1)(pj; �):

This proves the assertion. �

Theorem 3 indicates that ~C(n)(�) of a memoryless quantum channel �

has a similar property (i) to the capacity of a memoryless classical channel.
Thus, we shall call ~C(�) = ~C(1)(�) the pseudo-capacity of a memoryless
quantum channel �. Taking advantage of this nomenclature, we also call the

formal mutual information (18) the pseudo-mutual information. Theorem
3 also reveals that the pseudo-capacity only gives a general upper bound
for the meaningful quantum capacity C(�). There exist, of cause, certain
class of channels � for which the equality in (ii) holds (a trivial example

: a channel which transmits every states onto a commutative subalgebra).
Thus the following problem naturally arises.

Problem 1 What is the necessary and su�cient condition for the equal-

ity
~C(�) = C(�) ?

The pseudo-capacity ~C(�) can be represented also in the form

~C(�) = sup
�2P(H1)

~I(� ; �);

where ~I(� ; �) is de�ned as the supremum of ~I(p ; �) over all distributions

p 2 P(1) satisfying

� =
X

�2P(H1)

p(�)�: (20)
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This can be regarded as a decomposition of � into a mixture of elementary
events �, see (10). In the same situation as ours, Ohya [10] introduced

another quantity, say ~IO(� ; �), as the supremum of ~I(p ; �) over all Schatten

decomposition of �, i.e. over all distributions p 2 P(1) which satisfy (20)
and whose support consists of mutually orthogonal pure states, and called
it the mutual entropy. He showed that if � is the dual �� of a completely

positive map �, the following inequality holds:

~IO(� ; ��) � minfSN (�); SN (���)g: (21)

Here we note that

~IO(� ; ��) � ~I(� ; ��) � minfSN (�); SN (���)g: (22)

The �rst inequality is a straightforward consequence of the de�nition and
the second one is proved in a similar way to (21). Although Ohya has called
sup�2P(H1)

IO(� ; ��) the capacity of ��, it is not yet clear whether it has

some operational signi�cance in the context of information transmission.
In order to elucidate the gap between C(�) and ~C(�), we introduce

another quantity:

$

C
(n)

(�)
def
= sup

p(n)2P
(n)

X
�(n)

p(n)(�(n))

"
sup
�(n)

D�(n)(��(n)k��(n))
#
: (23)

Note that the position of sup�(n) has been shifted as compared with (11)
and (12). It is obvious that

C(n)(�) �$

C
(n)

(�) � ~C(n)(�) = n ~C(�): (24)

Theorem 4

lim
n!1

$

C
(n)

(�)

n
= sup

n

$

C
(n)

(�)

n
= ~C(�): (25)

Proof The �rst equality follows from the superadditivity

$

C
(m+n)

(�) �$

C
(m)

(�)+
$

C
(n)

(�);

which is proved in a quite similar manner to Lemma 2. Observing (24), we
only need to show

lim
n!1

$

C
(n)

(�)

n
� ~C(�): (26)
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Let p be an arbitrary probability distribution on P(H1) with a �nite support

and p(n)(�(n)) = p(�1) � � � p(�n) its i.i.d. extension. In this case ��(n) =
nN

��(1) holds, where �(n) is de�ned in (10). Hiai and Petz [5] have proved

that, for an arbitrary state �
(n)
0 in P(

nN
H) and for an arbitrary state �0 in

P(H), there exists a measurement �(n) over P(
nN
H) which satis�es

D�(n)(�
(n)
0 k

nO
�0) � D(�

(n)
0 k

nO
�0)�K log(n+ 1);

where K = dimH. Replacing �
(n)
0 and �0 with ��(n) and ��(1), respectively,

we have

sup
�(n)

D�(n)(��(n)k��(n)) � D(��(n)k��(n))�K log(n+ 1)

=
nX

j=1

D(��jk��(1))�K log(n+ 1):

This implies thatX
�(n)

p(n)(�(n)) sup
�(n)

D�(n)(��(n)k��(n)) � n
X
�

p(�)D(��k��(1))�K log(n+1):

We thus have
$

C
(n)

(�) � n ~C(�)�K log(n+ 1);

which immediately leads to (26). �

Theorem 4 implies that the position of sup�(n) in (12) is crucial. As
a matter of course, the receiver cannot adjust the measurement according
to the signal which shall be measured. The position of sup�(n) in (23) is

therefore meaningless in view of actual communication system. We must
therefore conclude that a radical extension of Hiai and Petz type theorem is
needed to approach the quantum capacity C(�).

Finally, we give an application of the general bound for the quantum
channel capacity C(�) established thus far:

C
(�) = C(1)(�) � C(�) � ~C(�): (27)

A channel � is called noiseless if H1 = H2 and � = I (identity).
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Theorem 5 For a noiseless channel �,

C(�) = log(dimH1): (28)

Proof Consider a codebook

C = f�1; � � � ; �Kg;

where K = dimH1 and f�jgKj=1 are mutually orthogonal one-dimensional
projections on H1 satisfying

�i�j = �ij�i; Tr�j = 1;
KX
j=1

�j = I:

Physically, these codewords correspond to a set of pure states which form a

CONS of H1.
With this code, let us adopt a decoder

T (�j) = �j ; (j = 1; � � � ;K):

Since � = I, this decoder is error-free (see (4)). Since the rate of this code
is logK, we see C(�) � logK.

This evaluation can be derived by another consideration. Letting p an

arbitrary distribution on C and � = T , the corresponding mixture state (10)
becomes

� = �(1) =
X
�2C

p(�)�;

and the mutual information (11) becomes

I(1)(p;� = T ; � = I) =
X
�2C

p(�)DT (� k �)

=
X
�2C

p(�)
X
�2C

Tr�T (�) log
Tr�T (�)

Tr�T (�)

=
X
�

p(�)
X
�

��;� log
1

p(�)

= H(p):

We thus have
C(�) � C(1)(�) � sup

p
H(p) = logK:
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On the other hand, since (22), the pseudo-mutual information (18) is
evaluated from above as

~I(1)(p ; � = I) � SN (�) � logK;

which implies ~C(�) � logK. �

5 Conclusions

In this paper, we explored the quantum counterpart of Shannon's channel
coding theorem which must play a fundamental role in quantum commu-
nication theory. The quantum channel capacity C(�) was compared with

other capacity-like quantities to obtain general lower and upper bounds as

C
(�) = C(1)(�) � C(�) � ~C(�);

where C
(�) is the capacity when restricted to the recursive decoding,
C(1)(�) the capacity for signals of unit length, and ~C(�) the pseudo-capacity
de�ned via formal quantum mutual information. It was pointed out that an
essential extension of Hiai and Petz type theorem in quantum asymptotics

is needed.
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