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Abstract

This paper proposes a polynomial time perfect (exact) sampling algorithm for 2×n contingency

tables. Our algorithm is a Las Vegas type randomized algorithm and the expected running time is

bounded by O(n3 ln N) where n is the number of columns and N is the total sum of whole entries in

a table. The algorithm is based on monotone coupling from the past (monotone CFTP) algorithm

and new Markov chain for sampling two-rowed contingency tables uniformly. We employed the path

coupling method and showed that the mixing rate of our chain is bounded by n(n− 1)2(1+ ln(nN)).

Our result indicates that uniform generation of two-rowed contingency tables is easier than the

corresponding counting problem, since the counting problem is known to be #P–complete.

1 Introduction

In this paper, we propose a polynomial time perfect (exact) sampling algorithm for 2×n contingency

tables. Our algorithm is a Las Vegas type randomized algorithm and the expected running time is

bounded by O(n3 ln N) where n is the number of columns and N is the total sum of whole entries

in a table. Our result indicates that uniform generation of two-rowed contingency tables is easier

than the corresponding counting problem, since the counting problem is known to be #P–complete

[11]. The main idea of our algorithm is not the simple rejection sampling but the monotone coupling

from the past (monotone CFTP) algorithm proposed by Propp and Wilson [18].

For sampling two-rowed contingency tables, Dyer and Greenhill proposed a fully polynomial time

approximately uniform sampler in [10] based on the Metropolis-Hastings algorithm with a natural

Markov chain. They showed that the mixing rate of their chain is bounded by (1/2)n(n−1)(1+lnN)

by using the path coupling technique proposed by Bubley and Dyer [5]. We propose a new Markov

chain which is obtained by forbidding some moves of Dyer and Greenhill’s chain. The mixing rate

of our chain is bounded by n(n − 1)2(1 + ln(nN)). Although we have shown the bound by using

path coupling method also, we need to introduce a preprocedure which is not appeared in Dyer and

Greenhill’s method. We also introduced a specified partial order on the set of tables and showed the

monotonicity of our chain. In the paper [18], Propp and Wilson showed that if we have a monotone

∗Supported by Superrobust Computation Project of the 21st Century COE Program “Information Science and Tech-

nology Strategic Core.”
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chain with polynomial time mixing rate, there exists a polynomial time monotone CFTP algorithm.

By applying their technique to our rapidly mixing monotone chain we can construct a polynomial

time perfect sampling algorithm.

A contingency table is a matrix of nonnegative integers with prescribed positive row and col-

umn sums. Contingency tables are used in statistics to store data from sample survey. A test of

independence between rows and columns is an statistic interest for contingency tables. Exact test

proposed by Fischer [12] is one of the tests for this purpose. Diaconis and Effron also discussed a

test for independence in contingency tables [7]. Exact test can be done by systematic enumeration

of all tables, but it is hard to enumerate all tables. In practice, Markov chain Monte Carlo (MCMC)

method is used for calculation of p value in exact test (see [1, 2] for example). A MCMC method

is a Monte Carlo method which uses samples from the stationary distribution of a Markov chain.

The problem of using MCMC method, however, is “how many times do we have to simulate the

transitions for the purpose of sampling from stationary distribution?” A practical solution for this

problem is to use approximate sampler obtained by interrupting transitions in finite time.

There are many works for almost uniform sampling contingency tables using a Markov chain.

Diaconis and Saloff-Coste [8] discussed the rate of convergence of a simple Markov chain for 2-

dimensional contingency tables. They have shown that the simple chain mixes polynomial time in

the table sum when the numbers of rows and columns are fixed. Dyer, Kannan and Mount [11]

proposed a different Markov chain for counting the number of 2-dimensional contingency tables. In

case of sufficiently large marginal sums, their chain mixes polynomial time in the number of rows

and columns. For two-rowed tables, Hernek [14] showed that the mixing time of the simple Markov

chain is bounded by a polynomial of table sum and number of columns. Hernek bounded the mixing

time of the chain by using coupling theorem shown by Aldous [3]. Dyer and Greenhill [10] proposed

a rapidly mixing Markov chain for two-rowed contingency tables. Their chain mixes polynomial

time in the number of columns and the logarithm of table sum. They analyzed the mixing rate

of their chain by using path coupling technique proposed by Bubley and Dyer [4, 5]. In the paper

[17], Matsui, Matsui and Ono extended Dyer and Greenhill’s result to 2 × · · · × 2 × J contingency

tables. Recently, Cryan, Dyer, Goldberg, Jerrum and Martin [6] showed that 2 × 2 chain, which is

an extension of Dyer and Greenhill’s, is rapidly mixing when the number of rows (or columns) is a

constant.

Propp and Wilson devised a surprising simple algorithm, called CFTP algorithm (or backward

coupling), which produces exact samples from the limit distribution [18, 19]. CFTP algorithm

simulate infinite time transitions of a chain in a (probabilistically) finite time, for any finite Markov

chain. In CFTP algorithm, however, we need to check the “coalescence condition”, by executing the

simulations from all the states. Thus CFTP algorithm is not available straightforwardly. A monotone

CFTP algorithm is an algorithm for monotone Markov chain, which has a partially ordered state

space and a transition rule which preserves the partial order. If the given chain has the monotonicity,

it relaxes the difficulty of simulation from all states.

In the next section, we review the (monotone) CFTP algorithm and the theorem proposed by

Propp and Wilson in [18]. We propose a new Markov chain for 2 × n contingency tables and a

sampling algorithm based on monotone CFTP algorithm in Section 3. In Section 4, we show the

monotonicity of our chain. In Section 5, we analyze the expected running time.
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2 Review of Coupling From The Past Algorithm

When we simulate an ergodic Markov chain for infinite time, we can gain a sample exactly according

to the stationary distribution. Suppose that there exists a chain from infinite past, then a possible

state at the present time of the chain for which we can have an evidence of the uniqueness without

respect to an initial state of the chain, is a realization of a random sample exactly from the stationary

distribution. This is the key idea of CFTP.

Suppose that we have an ergodic Markov chain MC with finite state space Ω and transition

matrix P . The transition rule of the Markov chain X 7→ X ′ can be described by a deterministic

function φ : Ω× [0, 1) → Ω, called update function, as follows. Given a random number Λ uniformly

distributed over [0, 1), update function φ satisfies that Pr(φ(x, Λ) = y) = P (x, y) for any x, y ∈ Ω. We

can realize the Markov chain by setting X ′ = φ(X,Λ). Clearly, update function corresponding to the

given transition matrix P is not unique. The result of transitions of the chain from the time t1 to t2

(t1 < t2) with a sequence of random numbers λ = (λ[t1], λ[t1+1], . . . , λ[t2−1]) ∈ [0, 1)t2−t1 is denoted

by Φt2
t1

(x,λ) : Ω × [0, 1)t2−t1 → Ω where Φt2
t1

(x,λ)
def.
= φ(φ(· · · (φ(x, λ[t1]), . . . , λ[t2 − 2]), λ[t2 − 1]).

We say that a sequence λ ∈ [0, 1)|T | satisfies the coalescence condition, when ∃y ∈ Ω, ∀x ∈ Ω,

y = Φ0
T (x,λ).

With these preparation, standard Coupling From The Past algorithm is expressed as follows.

Algorithm 1 (CFTP Algorithm [18])

Step 1. Set the starting time period T := −1 to go back, and set λ be the empty sequence.

Step 2. Generate random real numbers λ[T ], λ[T + 1], . . . , λ[dT/2e − 1] ∈ [0, 1), and insert them to

the head of λ in order, i.e., put λ := (λ[T ], λ[T + 1], . . . , λ[−1]).

Step 3. Start a chain from each element x ∈ Ω at time period T , and run each chain to time period

0 according to the update function φ with the sequence of numbers in λ. (Here we note

that every chain uses the common sequence λ.)

Step 4. [ Coalescence check ] The state obtained at time period 0 can be denoted by Φ0
T (x,λ).

(a) If ∃y ∈ Ω, ∀x ∈ Ω, y = Φ0
T (x,λ), then return y and stop.

(b) Else, update the starting time period T := 2T , and go to Step 2.

Theorem 2.1 (CFTP Theorem [18]) Let MC be an ergodic finite Markov chain with state space Ω,

defined by an update function φ : Ω × [0, 1) → Ω. If the CFTP algorithm (Algorithm 1) terminates

with probability 1, then the obtained value is a realization of a random variable exactly distributed

according to the stationary distribution.

Theorem 2.1 gives a (probabilistically) finite time algorithm for infinite time simulation. However,

simulations from all states executed in Step 3 is a hard requirement.

Suppose that there exists a partial order “�” on the set of states Ω. A transition rule expressed by

a deterministic update function φ is called monotone (with respect to “�”) if ∀λ ∈ [0, 1), ∀x,∀y ∈ Ω,

x � y ⇒ φ(x, λ) � φ(y, λ). For ease, we also say that a chain is monotone if the chain has a monotone

transition rule.

Theorem 2.2 (monotone CFTP [18, 9]) Suppose that a Markov chain defined by an update function

φ is monotone with respect to a partially ordered set of states (Ω,�), and ∃xmax, ∃xmin ∈ Ω, ∀x ∈ Ω,

xmax � x � xmin. Then the CFTP algorithm (Algorithm 1) terminates with probability 1, and a

sequence λ ∈ [0, 1)|T | satisfies the coalescence condition, i.e., ∃y ∈ Ω, ∀x ∈ Ω, y = Φ0
T (x,λ), if and

only if Φ0
T (xmax, λ) = Φ0

T (xmin, λ).
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When the given Markov chain satisfies the conditions of Theorem 2.2, we can modify Algorithm 1

by substituting Step 4 (a) by

Step 4. (a)′ If ∃y ∈ Ω, y = Φ0
T (xmax, λ) = Φ0

T (xmin, λ), then return y.

The algorithm obtained by the above modification is called a monotone CFTP algorithm.

3 Perfect Sampler for 2 × n Contingency Tables

In this section, we introduce our algorithm. We denote the set of real numbers by R and the set of

integers (non-negative, positive integers) by Z (Z+, Z++), respectively. Let r = (r1, r2) ∈ Z
2
++ and

s = (s1, . . . , sn) ∈ Z
n
++ be a pair of vectors satisfying

∑2
i=1 ri =

∑n

j=1 sj = N ∈ Z++. The set Ξ of

2 × n contingency tables with row and column sums (r,s) is defined by

Ξ
def.
=

{

X ∈ Z
2×n
+

∣

∣

∣

∣

∣

∑n

j=1 X [i, j] = ri (1 ≤ ∀i ≤ 2),
∑2

i=1 X [i, j] = sj (1 ≤ ∀j ≤ n)

}

where X [i, j] is the value in the cell indexed by ith row and jth column.

We propose a new Markov chain M with state space Ξ for given r and s. For any column index

j ∈ {1, . . . , n − 1}, we define

aX(j)
def.
= X [1, j] + X [1, j + 1], (1)

bX(j)
def.
= X [2, j] + X [2, j + 1], (2)

θX(j)
def.
= min{aX(j), bX(j), sj , sj+1} + 1. (3)

The transition rule of M is defined by the following update function φ : Ξ× [1, n) → Ξ. For a current

state X ∈ Ξ, the next state X ′ = φ(X,λ) ∈ Ξ with respect to a random number λ ∈ [1, n) is defined

by

X ′[1, j] =











min{aX(j), sj} − b(λ − bλc) θX(j)c (j = bλc),

aX(j) − X ′[1, bλc] = aX(j) − min{aX(j), sj} + b(λ − bλc) θX(j)c (j = bλc + 1),

X [1, j] (otherwise),

X ′[2, j] = sj − X ′[1, j].

Our chain M is a modification of Dyer and Greenhill’s chain ([10]) obtained by restricting to chose

only a consecutive pair of columns. Clearly M is finite, aperiodic and irreducible and so ergodic.

The chain has a unique stationary distribution, which is the uniform distribution.

We define two special tables XU and XL ∈ Ξ by

XU
def.
=

(

X [i, j] ∈ Z+

∣

∣

∣

∣

∣

∃k ∈ {1, . . . , n}, r1 =
∑k

j=1 X [1, j] ≤
∑k

j=1 sj ,

X [2, j] = 0 (j = 1, . . . , k − 1)

)

,

XL
def.
=

(

X [i, j] ∈ Z+

∣

∣

∣

∣

∣

∃l ∈ {1, . . . , n}, r1 =
∑n

j=l X [1, j] ≤
∑n

j=l sj ,

X [2, j] = 0 (j = l + 1, . . . , n)

)

.

Here we note that XU, XL are obtained by the North-West corner rule and the North-East corner

rule, respectively. Now we describe our sampling algorithm.

Algorithm 2

Step 1. Set the starting time period T := −1 to go back, and set λ be the empty sequence.
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Step 2. Generate random real numbers λ[T ], λ[T + 1], . . . , λ[dT/2e − 1] ∈ [1, n), and put λ :=

(λ[T ], λ[T + 1], . . . , λ[−1]).

Step 3. Start two chains from XU and XL, respectively at time period T , and run them to time

period 0 according to the update function φ with the sequence of numbers in λ.

Step 4. [ Coalescence check ]

(a) If ∃Y ∈ Ξ, Y = Φ0
T (XU, λ) = Φ0

T (XL, λ), then return Y and stop.

(b) Else, update the starting time period T := 2T , and go to Step 2.

Theorem 3.1 With probability 1, Algorithm 2 terminates and returns a table. The table obtained

by Algorithm 2 is a realization of a random sample according to the exactly uniform distribution on

Ξ.

Theorem 3.1 guarantees that Algorithm 2 is a perfect sampling algorithm. We prove Theorem 3.1

by showing the monotonicity in the next section.

4 Monotonicity of the Chain

In Section 2, we described two theorems. Thus to prove Theorem 3.1, we only need to show that

Algorithm 2 is a monotone CFTP algorithm. For this purpose, in this section, we introduce a partial

order on Ξ, and show that XU and XL is a unique pair of maximum and minimum elements of Ξ,

and Markov chain M is monotone.

For any X ∈ Ξ, we define the cumulative sum vector fX ∈ Z
n+1
+ by

fX(i)
def.
=

{

0 (i = 0),

X [1, 1] + · · · + X [1, i] (i ∈ {1, . . . , n}),

where fX
def.
= (fX(0), fX(1), . . . , fX(n)). Obviously from the definition, there exists a bijection

between Ξ and {fX | X ∈ Ξ}. For any pair X, Y ∈ Ξ, we say X � Y if and only if fX − fY ≥ 0. It

is clear that the relation “�” is a partial order on Ξ.

First, we consider the maximum and minimum states.

Lemma 4.1 Given the partially ordered set (Ξ,�), XU � X � XL for any X ∈ Ξ.

Proof: It is clear that ∀X ∈ Ξ, ∀i ∈ {0, 1, . . . , n}, 0 ≤ fX(i) ≤ r1. First, we show that fXU
(i) ≥

fX(i) for any X ∈ Ξ by induction on i. For i = 0, fXU
(0) = fX(0) = 0. Suppose that fXU

(i − 1) ≥

fX(i−1). Then fXU
(i) = fXU

(i−1)+XU[1, i] = min{fXU
(i−1)+si, r1} ≥ min{fX(i−1)+si, r1} ≥

fX(i). Thus we obtain XU � X for any X ∈ Ξ.

Next, we show that fX(i) ≥ fXL
(i) for any X ∈ Ξ by induction on i. For i = n, fX(n) = fXL

(n) =

r1. Suppose that fX(i) ≥ fXL
(i). Then fXL

(i − 1) = fXL
(i) − XL[1, i] = max{fXL

(i) − si, 0} ≤

max{fX(i) − si, 0} ≤ fX(i − 1). We obtain X � XL for any X ∈ Ξ. �

We say that a state X ∈ Ξ covers Y ∈ Ξ (at k), denoted by X ·� Y (or X ·�k Y ), when

fX(i) − fY (i) =

{

1 (i = k),

0 (otherwise).

Note that X ·�k Y if and only if

X [1, i] − Y [1, i] =











+1 (i = k),

−1 (i = k + 1),

0 (otherwise).
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Lemma 4.2 If a pair of distinct states X, Y ∈ Ξ satisfies X � Y , then ∃Z ∈ Ξ, X ·� Z � Y .

Proof: We need to consider the following two cases.

1. Consider the case that ∃k′ ∈ {0, 1, . . . , n − 1}, fX(k′) > fY (k′) and X [1, k′ + 1] < sk′+1.

Let k be the minimum index satisfying the above condition. Clearly k ≥ 1, since fX(0) =

fY (0) = 0. Now we show that X [1, k] > 0. If fX(k − 1) > fY (k − 1), the minimality of k

implies that X [1, k] = sk > 0. When fX(k−1) ≤ fY (k−1), X � Y implies fX(k−1) = fY (k−1)

and X [1, k] = fX(k)− fX(k − 1) > fY (k)− fY (k − 1) = Y [1, k] ≥ 0. Then the table Z defined

by

Z[1, l] =











X [1, k]− 1 (l = k),

X [1, k + 1] + 1 (l = k + 1),

X [1, l] (otherwise),

Z[2, l] = sl − Z[1, l] (l = 1, . . . , n),

satisfies Z ∈ Ξ and X ·� Z � Y .

2. Consider the case that ∀k′ ∈ {0, 1, . . . , n − 1}, fX(k′) > fY (k′) ⇒ X [1, k′ + 1] = sk′+1.

In the following, we show that ∀k ∈ {0, . . . , n− 1}, X [1, k +1] ≥ Y [1, k +1]. If fX(k) > fY (k),

the assumption of Case 2 implies that X [1, k + 1] = sk+1 ≥ Y [1, k + 1]. When fX(k) ≤

fY (k), X � Y implies that fX(k) = fY (k) and fX(k + 1) ≥ fY (k + 1). Thus we have

X [1, k+1] = fX(k+1)−fX(k) ≥ fY (k+1)−fY (k) = Y [1, k+1]. Since X [1, 1]+ · · ·+X [1, n] =

Y [1, 1]+ · · ·+Y [1, n], the property that ∀k ∈ {0, 1, . . . , n− 1}, X [1, k +1] ≥ Y [1, k +1] implies

X = Y . Contradiction. �

The following is a key lemma for proving the monotonicity of our chain.

Lemma 4.3 If a pair of states X, Y ∈ Ξ satisfies X ·�k Y , then ∀λ ∈ [1, n), φ(X,λ) � φ(Y, λ).

Proof: We denote φ(X,λ) = X ′ and φ(Y, λ) = Y ′ for simplicity. For any index i 6= bλc, it is clear

that fX′(i) = fX(i) and fY ′(i) = fY (i), and so fX′(i)− fY ′(i) = fX(i)− fY (i) ≥ 0 since X � Y . In

case that i = bλc,

fX′(bλc) − fY ′(bλc) = (fX′(bλc − 1) + X ′[1, bλc]) − (fY ′(bλc − 1) + Y ′[1, bλc])

= {fX(bλc − 1) − fY (bλc − 1)} + (X ′[1, bλc] − Y ′[1, bλc])

= {fX(bλc − 1) − fY (bλc − 1)}

+ min{aX , sbλc} − b(λ − bλc) θXc − min{aY , sbλc} + b(λ − bλc) θY c.

=

{

∆η + ∆θ (bλc 6= k + 1),

1 + ∆η + ∆θ (bλc = k + 1),

where aX
def.
= aX(bλc), aY

def.
= aY (bλc), θX

def.
= θX(bλc), θY

def.
= θY (bλc) (see (1) and (3) for detail),

∆η
def.
= min{aX , sbλc} − min{aY , sbλc} and ∆θ

def.
= −b(λ − bλc) θXc + b(λ − bλc) θY c.

1. Consider the case that bλc = k− 1. Then aX = aY +1 and bX = bY − 1, where bX
def.
= bX(bλc)

and bY
def.
= bY (bλc) (see (2) for detail).

(a) If aY ≥ sbλc, then ∆η = 0 and θX ≤ θY . Thus ∆θ ≥ 0, hence fX′(bλc) − fY ′(bλc) ≥ 0.

(b) If aY < sbλc, then ∆η = 1 and θX ≤ θY +1. Thus ∆θ ≥ −1, hence fX′(bλc)−fY ′(bλc) ≥ 0.

2. Consider the case that bλc = k + 1. Then aX = aY − 1 and bX = bY + 1.
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(a) If aX ≥ sbλc, then 1+∆η ≥ 1 and θX ≤ θY +1. Thus ∆θ ≥ −1 and fX′(bλc)−fY ′(bλc) ≥ 0.

(b) If aX < sbλc, then 1 + ∆η ≥ 0. Note that aX + bX = aY + bY = sbλc + sbλc+1, θX ≤ θY .

Thus ∆θ ≥ 0, hence fX′(bλc) − fY ′(bλc) ≥ 0.

3. Consider the remained case that bλc 6= k+1 and bλc 6= k−1. Then aX = aY , ∆η = 0, ∆θ = 0,

and fX′(bλc) − fY ′(bλc) = 0.

From the above, we have fX′ ≥ fY ′ and so φ(X,λ) � φ(Y, λ). �

Lemma 4.4 The Markov chain M is monotone, i.e., ∀λ ∈ [1, n), ∀X, ∀Y ∈ Ξ, X � Y ⇒ φ(X,λ) �

φ(Y, λ).

Proof: By applying Lemma 4.2 repeatedly, we can show that for any pair of states X, Y ∈ Ξ

satisfying X � Y , there exists a sequence X = Z0, Z1, . . . , ZR = Y with appropriate length such

that Zi ∈ Ξ (0 ≤ i ≤ R) and Z0 ·� Z1 ·� · · · ·� ZR. Then Lemma 4.3 implies that φ(Z0, λ) �

φ(Z1, λ) � · · · � φ(ZR, λ) for any λ ∈ [1, n). Thus ∀λ ∈ [1, n), φ(X,λ) � φ(Y, λ). �

Lastly, we show the correctness of our algorithm.

Proof of Theorem 3.1: From Lemma 4.4, the Markov chain M is monotone and Lemma 4.1

says that XU and XL is a unique pair of the maximum and minimum elements. Then Algorithm 2 is a

monotone CFTP algorithm, and so we can show Theorem 3.1 by using Theorem 2.1 and Theorem 2.2.

�

5 Expected Running Time

Here, we discuss the running time of our algorithm. In this section, we assume the following.

Condition 1 Column sum vector s satisfies s1 ≥ s2 ≥ · · · ≥ sn.

The following is a main result of this paper.

Theorem 5.1 Under Condition 1, the expected running time of Algorithm 2 is bounded by O(n3 ln N),

where n is the number of columns and N is the total sum of whole entries in a table of Ξ.

In the rest of this section, we prove Theorem 5.1 by estimating the expectation of coalescence time

T∗ ∈ Z++ defined by T∗
def.
= min{t > 0 | ∃y ∈ Ω, ∀x ∈ Ω, y = Φ0

−t(x,Λ)}. Note that T∗ is a random

variable.

Given a pair of probabilistic distributions ν1 and ν2 on the finite state space Ω, the total variation

distance between ν1 and ν2 is defined by dTV(ν1, ν2)
def.
= 1

2

∑

x∈Ω |ν1(x)− ν2(x)|. The mixing rate of

an ergodic Markov chain is defined by τ
def.
= maxx∈Ω{min{t | ∀s ≥ t, dTV(π, P s

x) ≤ 1/e}} where π is

the stationary distribution and P s
x is the probabilistic distribution of the chain at time period s ≥ 0

with initial state x at time period 0. Path Coupling Theorem is a useful technique for bounding the

mixing rate.

Theorem 5.2 (Path Coupling [5]) Let MC be a finite ergodic Markov chain with state space Ω. Let

G = (Ω, E) be a connected undirected graph with vertex set Ω and edge set E ⊆

(

Ω

2

)

. Let l : E → R

be a positive length defined on the edge set. For any pair of vertices {x, y} of G, the distance between

x and y, denoted by d(x, y) and/or d(y,x), is the length of a shortest path between x and y, where

the length of a path is the sum of the lengths of edges in the path. Suppose that there exists a joint

7



process (X, Y ) 7→ (X ′, Y ′) with respect to MC satisfying that whose marginals are a faithful copy of

MC and

0 < ∃β < 1, ∀{X, Y } ∈ E , E[d(X ′, Y ′)] ≤ βd(X, Y ).

Then the mixing rate τ of Markov chain MC satisfies τ ≤ (1 − β)−1(1 + ln(D/d)), where d
def.
=

min{d(x, y) | ∀x,∀y ∈ Ω} and D
def.
= max{d(x, y) | ∀x,∀y ∈ Ω}.

The above theorem differs from the original theorem in [5] since the integrality of the edge length is

not assumed. We drop the integrality and introduced the minimum distance d. This modification is

not essential and we can show Theorem 5.2 similarly.

Now, we show the polynomiality of Algorithm 2. First, we estimate the mixing rate of our chain

M by employing Path Coupling Theorem. In the proof of the following lemma, Condition 1 plays

an important role.

Lemma 5.3 Under Condition 1, the mixing rate τ of our Markov chain M satisfies τ ≤ n(n −

1)2(1 + ln(nN)).

Proof: Let G = (Ξ, E) be an undirected simple graph with vertex set Ξ and edge set E defined as

follows. A pair of vertices {X, Y } is an edge if and only if (1/2)
∑n

j=1 |X [1, j]−Y [1, j]| = 1. Clearly,

the graph G is connected. For each edge e = {X, Y } ∈ E , there exists a unique pair of indices

j1, j2 ∈ {1, . . . , n}, called the supporting pair of e, satisfying

|X [1, j]− Y [1, j]| =

{

1 (j = j1, j2),

0 (otherwise).

We define the length l(e) of an edge e by l(e)
def.
= (1/(n−1))

∑j∗−1
i=1 (n−i) where j∗ = max{j1, j2} ≥ 2

and {j1, j2} is the supporting pair of e. Note that 1 ≤ mine∈E l(e) ≤ maxe∈E l(e) ≤ n/2. For each

pair X, Y ∈ Ξ, we define the distance d(X, Y ) be the length of the shortest path between X and

Y on G. Clearly, the diameter of G, i.e., max{d(X, Y )}, is bounded by nN . The definition of edge

length implies that for any edge {X, Y } ∈ E , d(X, Y ) = l({X, Y }).

We define a joint process (X, Y ) 7→ (X ′, Y ′) by (X, Y ) 7→ (φ(X,Λ), φ(Y, Λ)) with uniform real

random number Λ ∈ [1, n), where φ is the update function defined in Section 3. Now we show that

E[d(X ′, Y ′)] ≤ βd(X, Y ), β = 1 − 1/(n(n − 1)2), (4)

for any pair {X, Y } ∈ E . In the following, we denote the supporting pair of {X, Y } by {j1, j2}.

Without loss of generality, we can assume that j1 < j2, and X [1, j2] = Y [1, j2] − 1. In the following

proof, we define aX , aY , bX , bY , θX , θY in a similar way as in the proof of Lemma 4.3.

1. When bΛc = j2−1, we show that E[d(X ′, Y ′) | bΛc = j2−1] ≤ d(X, Y )−(1/2)(n−j2+1)/(n−1).

(a) In case that j1 = j2 − 1, X ′ = Y ′ with conditional probability 1. Hence d(X ′, Y ′) = 0.

(b) In case that j1 6= j2−1 and θX = θY . Condition 1 implies that sj2−1 ≥ sj2 . Since θX = θY ,

aY > aX and bY < bX , we have θX = θY = min{sj2−1, sj2} = sj2 . Thus we have sj2−1 ≥

aY > aX ≥ sj2 , and so X ′[1, j2 − 1] = aX − (Λ−bΛc)θX, Y ′[1, j2 − 1] = aY − (Λ−bΛc)θY

by the definition of the function φ. Then X ′[1, j2−1] = Y ′[1, j2−1]−1 since aX = aY −1.

Additionally, since X ′[1, j2] = aX −X ′[1, j2− 1] and Y ′[1, j2] = aY −Y ′[1, j2− 1], we have

X ′[1, j2] = Y ′[1, j2]. Hence d(X ′, Y ′) = d(X, Y ) − (n − j2 + 1)/(n − 1) with conditional

probability 1.
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(c) In case that j1 6= j2−1 and θX 6= θY . Clearly |θX−θY | = 1. First, we discuss the case that

θX = θY − 1. We only need to consider two cases, one is the case that b(Λ − bΛc)θXc =

b(Λ−bΛc)θY c and the other is that b(Λ−bΛc)θXc = b(Λ−bΛc)θY c−1. In the former case,

we have X ′[1, j2−1] = Y ′[1, j2−1] and X ′[1, j2] = Y ′[1, j2]−1, and so d(X ′, Y ′) = d(X, Y ).

In the latter case, we have X ′[1, j2 − 1] = Y ′[1, j2 − 1] − 1 and X ′[1, j2] = Y ′[1, j2],

and so d(X ′, Y ′) = d(X, Y ) − (n − j2 + 1)/(n − 1). These two cases appear with the

same probability 1/2, hence E[d(X ′, Y ′) | bΛc = j2 − 1, j1 6= j2 − 1, θX = θY − 1] =

d(X, Y )− (1/2)(n− j2 + 1)/(n− 1). We can show the remained case that θX = θY + 1 in

a similar way.

2. When bΛc = j2, we show that E[d(X ′, Y ′) | bΛc = j2] ≤ d(X, Y ) + (1/2)(n − j2)/(n − 1).

(a) In case that θX = θY , we obtain the result that X ′[1, j2] = Y ′[1, j2]− 1 and X ′[1, j2 +1] =

Y ′[1, j2 + 1] in the same way as Case 1-(b). Hence d(X ′, Y ′) = d(X, Y ) with conditional

probability 1.

(b) Consider the case that θX 6= θY . In a similar way with Case 1-(c), we can show that

d(X ′, Y ′) = d(X, Y ) with conditional probability 1/2 and d(X ′, Y ′) = d(X, Y ) + (n −

j2)/(n − 1) with conditional probability 1/2. Hence E[d(X ′, Y ′) | bΛc = j2, θX 6= θY ] =

d(X, Y ) + (1/2)(n − j2)/(n − 1).

3. When bΛc 6= j2 − 1 and bΛc 6= j2, {X ′, Y ′} is also an edge of G. It is easy to see that

j2 = max{j′1, j
′
2} where {j′1, j

′
2} is the supporting pair of {X ′, Y ′}. Thus we have d(X ′, Y ′) =

d(X, Y ).

The probability of appearance of Case 1 is equal to 1/(n − 1), and that of Case 2 is less than or

equal to 1/(n − 1). From the above,

E[d(X ′, Y ′)] ≤ d(X, Y ) −
1

n − 1

1

2

n − j2 + 1

n − 1
+

1

n − 1

1

2

n − j2
n − 1

= d(X, Y ) −
1

2(n − 1)2

≤

(

1 −
1

2(n − 1)2
1

max{X,Y }∈E{d(X, Y )}

)

d(X, Y ) =

(

1 −
1

n(n − 1)2

)

d(X, Y ).

Since the diameter of G is bounded by nN , Theorem 5.2 implies that the mixing rate τ satisfies

τ ≤ n(n − 1)2(1 + ln(nN)). �

Next, we estimate the coalescence time.

Lemma 5.4 Under Condition 1, the coalescence time T∗ of M satisfies E[T∗] = O(n3 ln N).

Proof: Let G = (Ξ, E) be the undirected graph and d(X, Y ), ∀X, ∀Y ∈ Ξ, be the metric on G,

both of which are defined in the proof of Lemma 5.3. We define DG
def.
= d(XU, XL) and τ0

def.
=

n(n − 1)2(1 + ln DG). By using the inequality (4) obtained in the proof of Lemma 5.3, we have

Pr(T∗ > τ0) = Pr(Φ0
−τ0

(XU,Λ) 6= Φ0
−τ0

(XL,Λ)) = Pr(Φτ0

0 (XU,Λ) 6= Φτ0

0 (XL,Λ))

≤
∑

(X,Y )∈Ξ2

d(X, Y )Pr(X = Φτ0

0 (XU,Λ), Y = Φτ0

0 (XL,Λ))

= E[d(Φτ0

0 (XU,Λ), Φτ0

0 (XL,Λ))] ≤

(

1 −
1

n(n − 1)2

)τ0

d(XU, XL)

=

(

1 −
1

n(n − 1)2

)n(n−1)2(1+ln DG)

DG ≤ e−1e− ln DGDG ≤
1

e
.
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By submultiplicativity of coalescence time ([18]), for any k ∈ Z+, Pr(T∗ > kτ0) ≤ (Pr(T∗ > τ0))
k ≤

(1/e)k. Thus

E[T∗] =

∞
∑

t=0

tPr(T∗ = t) ≤ τ0 + τ0Pr(T∗ > τ0) + τ0Pr(T∗ > 2τ0) + · · ·

≤ τ0 + τ0/e + τ0/e2 + · · · =
τ0

1 − 1/e
≤ 2τ0.

Clearly, DG ≤ nN ≤ N2 because n ≤ N . Then we obtain the result that E[T∗] = O(n3 ln N). �

Lastly, we determine the expected running time of Algorithm 2.

Proof of Theorem 5.1: We denote T∗ be the coalescence time of our chain. Note that T∗

is a random variable. Put K = dlog2 T∗e. Algorithm 2 terminates when we set the starting time

period T to −2K at (K + 1)st iteration. Then the total number of generated random numbers in

Algorithm 2 is bounded by 2K ≤ 2T∗ and the total number of simulated transitions is bounded

by 2(20 + 21 + 22 + · · · + 2K) < 2 · 2 · 2K ≤ 8T∗. Under the assumption that we can generate a

random number in constant time, each transition of a chain is simulated in constant time. Step 4 of

Algorithm 2, “Coalescence check,” requires O(n) time. Thus the expectation of total time complexity

is bounded by O(E[2T∗] + E[8T∗] + E[K + 1]n) = O(E[T∗]) = O(n3 ln N). �

We can assume Condition 1 by sorting column sums in O(n ln n) time.

6 Discussions

We proposed a perfect sampling algorithm for 2 × n contingency tables. Our algorithm based on a

new Markov chain which is monotone and rapidly mixing. The rapidity implies the polynomiality of

our algorithm. More precisely, Algorithm 2 produces exact samples from the uniform distribution,

and the expected running time is bounded by O(n3 ln N) under Condition 1.

Our preliminary computational experience indicates that Condition 1 is an important requirement

for rapidity. For example, when we set r = (500, 500), s = (500, 498, 1, 1) and executed monotone

CFTP algorithm one thousand times, the average coalescence time was about 20. However, when

we substituted s by (500,1,1,498) and executed the algorithm one thousand times, the average

coalescence time was about 2 millions.

Even though Algorithm 2 is enough fast but needs to stock the random numbers. We can save

the memory storage by using read once algorithm proposed by Wilson in [20]. For detail, please see

[20, 13]. Note that the modified algorithm terminates in O(n3 ln N) time and the required memory

is bounded by O(n ln N).

Our perfect sampling algorithm is applicable to the problem for counting 2×n contingency tables.

In our previous work [16], we modified Dyer and Greenhill’s approximate counting scheme [10], and

estimate the size of bias of the expectation of approximate solution. When we employ our perfect

sampling algorithm in the algorithm proposed in [16], we can show that the total number of required

samples halved.

It is easy to extend our monotone CFTP algorithm to 2 × · · · × 2 × J tables discussed in [17].

We can show that the extended algorithm is also a polynomial time algorithm for uniform sampler.

In case of conditional multinomial distributions, the existence of polynomial time perfect sampler

remains open.

Another remained major open problem is the existence of a monotone Markov chain for m × n

contingency tables.
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