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Validity of the expected Euler characteristic heuristic

Jonathan Taylor ∗ Akimichi Takemura† Robert Adler‡

August, 2003

Abstract

We study the accuracy of the expected Euler characteristic approximation to the
distribution of the maximum of a smooth, centered, unit variance Gaussian process
f . Using a point process representation of the error, valid for arbitrary smooth
processes, we show that the error is in general exponentially smaller than any terms
in the approximation. We also give a lower bound on this exponential rate of decay
in terms of the maximal variance of a family of Gaussian processes fx, derived from
the original process f .

1 Introduction

In this paper, we study the (arguably) well-known expected Euler characteristic approxi-
mation to

P

(
sup
x∈M

f(x) ≥ u

)
(1)

where f is the restriction to M of f̂ , a C2 process on a C3 manifold M̂ , and M is an
embedded piecewise C3 submanifold of M̂ .

When the process f̂ is Gaussian with zero mean and has unit variance, the expected
Euler characteristic approximation is given by

P̂

(
sup
x∈M

f(x) ≥ u

)
= E

(
χ

(
M ∩ f̂−1[u, +∞)

))
=

dim M∑
j=0

Lj(M)(2π)−(j+1)/2

∫ ∞

u

Hj (r) e−r2/2 dr

(2)

where Hj is the j-th Hermite polynomial, χ
(
M ∩ f̂−1[u, +∞)

)
is the Euler characteristic

of the excursion of f above the level u and the Lj(M) are the intrinsic volumes, or

∗Department of Statistics, Sequoia Hall, Stanford, CA 94305-4065, U.S.A. e-mail:
jtaylor@stat.stanford.edu

†Graduate School of Information Science and Technology, University of Tokyo, 7-3-1 Hongo, Bunkyo-
ku, Tokyo 113-0033, JAPAN, e-mail: takemura@stat.t.u-tokyo.ac.jp

‡Faculty of Industrial Engineering and Management, Technion, Haifa 32000, Israel. e-mail:
robert@ieadler.technion.ac.il

1



Lipschitz-Killing curvatures of the parameter space M [17, 19], measured with respect
to a Riemannian metric induced by f , which is discussed below in Section 2. In [17]
only the special case of finite Karhunen-Loève processes (see below) was treated and in
[19] the case of a manifolds with smooth boundaries were treated. The result, proved in

the generality above, appears in [1]. With a slight abuse of notation, we have used P̂ to

denote our approximation to (1), i.e. we are using P̂ in the statistical sense of a “point
estimator” and not as some alternative probability measure.

As noted above, the case when M̂ is C∞ and f̂ is a centered, unit variance, finite
Karhunen-Loève expansion process was studied in [17]. These assumptions imply that

there exists a map ϕ : M̂ → S(Rn) where S(Rn) is the unit sphere in Rn and a random
vector ξ(ω) ∼ N(0, In×n) such that

f̂(x, ω) = 〈ϕ(x), ξ(ω)〉Rn =
n∑

j=1

ξj(ω)ϕj(x).

In this setting, without loss of generality, we can assume that M̂ is an embedded sub-
manifold of S(Rn) and ϕ is just the inclusion map. Using the volume of tubes approach
[20, 15], it was shown in [17] that if M is a piecewise C∞ submanifold of S(Rn) the error
in the above approximation above is bounded by

∣∣∣∣P
(

sup
x∈M

f(x) ≥ u

)
− P̂

(
sup
x∈M

f(x) ≥ u

)∣∣∣∣ ≤
C

Γ
(

n
2

)
2(n−2)/2

∫ ∞

u/ cos θc(M)

wn−1e−w2/2 dw

= C × P
(
χ2

n ≥ u2/ cos2 θc(M)
)

(3)
where θc(M), is a geometric quantity known as the critical radius of M [9, 10, 15, 18].

In another setting, when f̂ is “almost” isotropic on Rk, then, with some additional
assumptions on M (cf. Theorem 4.5.2 in [4]) Piterbarg [14] showed using the “double-
sum” method that the error in using the expected Euler characteristic approximation is
bounded by ∣∣∣∣P

(
sup
x∈M

f(x) ≥ u

)
− P̂

(
sup
x∈M

f(x) ≥ u

)∣∣∣∣ ≤ Ce−αu2/2 (4)

for some α > 1, though no expression for α is given.
Note that both bounds show that the error in approximating (1) is exponentially

smaller than all terms in the expected Euler characteristic approximation. While undeni-
ably useful, these two situations do not cover all possibilities. Referring to (4), certainly
not every smooth Gaussian process of interest is isotropic, nor are the conditions re-
quired of M easily interpretable (cf. Definition 4.5.1 in [4]). Referring to (3), while every
Gaussian process does admit an infinite orthogonal expansion, cf. [3]

f(x, ω) =
∞∑

j=1

ξj(ω)ϕj(x) (5)
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through its reproducing kernel Hilbert space (RKHS), it is clear that substituting n = ∞
into (3) is meaningless. In fact, the situation is even worse in that the two cases do not
even overlap: an isotropic field restricted to a bounded domain T ⊂ Rk cannot have a
finite Karhunen-Loève expansion [16]!

This brings us to the main result of this work, Theorem 4.3, which, when f is a
constant variance Gaussian process as in the works cited above, provides bounds for the
error in using the expected Euler characteristic approximation to (1). Specifically, when
f has unit variance, we show that

lim inf
u→∞

−u−2 log

∣∣∣∣P
(

sup
x∈M

f(x) ≥ u

)
− P̂

(
sup
x∈M

f(x) ≥ u

)∣∣∣∣ ≥
1

2
+

1

2σ2
c (f)

. (6)

Above, the “critical variance” σ2
c (f) depends on the variance of an auxiliary family of

Gaussian processes (fx)x∈M , defined in (14) below.
An alternative approximation to (1) is to use the expected number of (extended out-

ward) local maxima [8]. The term “approximation” is used in a somewhat loose sense, as,
to the authors’ knowledge, there are no generally applicable known closed form expres-
sions for the number of extended outward local maxima of a smooth process. The only
results known are ones which relate the asymptotic behaviour of the expected number
of local maxima of a Gaussian field on a manifold without boundary (which renders the
qualifier “extended outward” unnecessary) to the expected Euler characteristic approxi-
mation, cf. [8]. Nevertheless, if one could compute the expected number of local maxima
exactly, as one can the expected Euler characteristic in certain cases, one might expect
to get a better approximation to (1). Virtually identical arguments to those used in this
paper show that when M is a manifold without boundary and f is Gaussian with constant
variance, on an exponential scale the error in the approximations are equivalent, though,
in the interest of brevity, we do not pursue this here. When the manifold M has boundary,
the situation is more subtle and it may indeed be the case that the expected number of
extended outward local maxima may be more accurate on an exponential scale.

The critical variance σ2
c (f) is closely related to the critical radius appearing in (3).

Specifically, when f is a centered, unit variance, finite Karhunen-Loève expansion process,
and M is a manifold without boundary, it is proven in Lemma 5.1 that

σ2
c (f) = cot2 θc(M)

where θc(M) is the critical radius of M , mentioned above and used in [18].
We note that, while (3) is an explicit bound for finite Karhunen-Loève expansion

Gaussian processes, it is not sharp, nor generally applicable. In particular it depends
on the (generally unknown) dimension of the sphere into which M is embedded, i.e. the
dimension of the sphere in which M sits. In a companion paper [12], when f is centered,
unit variance, finite Karhunen-Loève expansion Gaussian process, the asymptotic error
as u → ∞ is evaluated using a Laplace approximation, rather than just the exponential
behaviour, which is the topic of this paper.

Our main result, Theorem 4.3, is formally an application of Theorem 3.3 to the case
when f is Gaussian with constant variance. Theorem 3.3 gives a bound for the error of
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the expected Euler characteristic approximation for the restriction of an arbitrary suitably
regular (cf. [2, 19]) process f̂ on a C3 manifold M̂ to any embedded piecewise C2 sub-

manifold M ⊂ M̂ . Theorem 3.3 is, to the authors’ knowledge, the only available bound
for the error in the expected Euler characteristic approximation for arbitrary, suitably
regular, smooth random fields and should prove useful in studying the accuracy of the
Euler characteristic approximation to non-Gaussian fields [6, 7, 21, 22]. The case of non-
constant variance Gaussian processes can be handled similarly to the case of constant
variance processes and is presented in [1]. The analogy to (3) for non-constant variance
Gaussian fields using a variant of the volume of tubes approach is presented in [13].

Another noteworthy feature to our approach is that it is a direct approach to determin-
ing the error in using the Euler characteristic approximation. This should be contrasted
with the bounds (3) and (4) which were both arrived at indirectly. That is, two different
approaches were used to approximate the probability (1), and the terms in the approx-
imations were shown to be the terms in (2), so bounds derived from these approaches
applied to the expected Euler characteristic approximation (cf. [4]).

The proof of Theorem 3.3 depends on a point set representation for the global maxi-
mizers of h = ĥ|M , the restriction to M of a smooth deterministic function ĥ : M̂ → R,
above the level u. Of course, there is a trivial, and not very useful, point set representation
of the set of maximizers of h above the level u:

{
x ∈ M : h(x) = max

y∈M
h(y), h(x) ≥ u

}
.

Lemma 2.2 gives an alternative point set representation of the maximizers using an auxil-
iary family of functions (hx)x∈M . Once we have a point set representation of the maximiz-
ers of a smooth function, we apply a “meta-theorem” for the density of point processes
arising from smooth processes of [2, 4, 5, 19]. If the global maximizer of the process f
is almost surely unique, the total mass of the density of the point process of maximizers
above the level u is therefore just (1). The auxiliary family of processes (fx)x∈M men-
tioned above is, in some sense, the stochastic analogue of (hx)x∈M in the deterministic
setting.

The organization of the paper follows. Sections 2 lays out the regularity conditions
needed for Theorem 3.3, and reviews some notions of piecewise smooth manifolds. Theo-
rem 3.3 is proved in Section 3, and Section 4 deals with the unit variance Gaussian case,
where Theorem 4.3 is proven. We conclude in Section 5 with some examples, specifically
we compute σ2

c (f) for stationary processes on R and isotropic processes on Rk restricted
to compact convex subsets.

2 Suitably regular processes on piecewise C2 mani-

folds

In this section we describe the class of processes to which Theorem 3.3 will apply. Be-
fore setting out our assumptions, we recall some basic facts about piecewise C l (l ≥ 2)
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submanifolds of an ambient Cj (j ≥ l) manifold M̂ .
A k-dimensional piecewise C2 manifold has a unique decomposition into C2 i-dimensional

manifolds, 0 ≤ i ≤ k

M =
k⋃

i=0

∂Mi.

Associated to every point x ∈ M , is its support cone in M̂

SxM =
{
Xx ∈ TxM̂ : ∃ c ∈ C1

(
(−δ, δ), M̂

)
,

c(t) ∈ M ∀t ∈ [0, δ), c(0) = x, ċ(0) = Xx

}
.

In words, the support cone of M at x is the set of all directions in which a smooth curve
can leave x into M̂ , but, in an infinitesimally small time period, still remain in M .

Piecewise smooth manifolds are required to have the additional property that they
are locally approximated by SxM in the sense that for every x ∈ M there exists a
diffeomorphism

ϕx : TxM̂ → M̂

which, when restricted to SxM maps any sufficiently small neighbourhood of the origin
to a neighbourhood of x ∈ M . This condition, for instance, rules out cusps in M as can
occur when two manifolds intersect non-transversally.

When M̂ is endowed with a Riemannian metric, it is possible to define the dual
cone of SxM . The following Riemannian metric will be essential to our analysis: an L2

differentiable process induces a natural metric on M̂ given by (cf. [19])

ĝx(Xx, Yx)
∆
= Cov(Xxf̂ , Yxf̂).

The dual cone of SxM , SxM
∗, in this case called the normal cone in M̂ at x ∈ M is

defined by

NxM = SxM
∗ =

{
Xx ∈ TxM̂ : ĝx(Xx, Yx) ≤ 0, ∀ Yx ∈ SxM

}
.

For x ∈ ∂Mk =
◦

M , NxM = Tx

◦
M

⊥
, the orthogonal complement of Tx∂Mk in TxM̂ .

Assumption 2.1 We assume that f is the restriction of f̂ to M , where f̂ is a square-
integrable C2 process on M̂ , a C3 q-dimensional manifold, and M is an embedded piecewise
C2 k-dimensional submanifold of M̂ . We assume that, for each i, the gradient of f|∂Mi

read off in some non-random orthonormal frame field Ei = (X1, . . . , Xi) on ∂Mi satisfies
the conditions of Lemma 2.5 of [19]. We denote this Ri-valued process by ∇f|Mi,Ei

. These

conditions are satisfied in particular, if f̂|∂Mi
is suitably regular in the sense of [19]. We

also assume that
ρ(x, y)

∆
= Cor

(
f̂(x), f̂(y)

)
= 1 ⇐⇒ x = y.
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2.1 A point set representation of the global maximizers of f

In this section, we derive the point set representation of the global maximizers of f = f̂|M ,

the restriction of a C2 process f̂ to M ⊂ M̂ .
We begin with the deterministic case, stating and proving Lemma 2.2. This is the

point process representation of the global maximizers of a deterministic function h, which
we will extend to the stochastic setting below in Corollary 2.4.

Lemma 2.2 Suppose h = ĥ|M , the restriction of ĥ ∈ C2(M̂). Fix x ∈ ∂Mi, and choose
αx ∈ C2(M, (−∞, 1]) such that

αx(y) = 1 =⇒ h(x) = h(y).

Then, x is a maximizer of h above the level u if, and only if

(i) h(x) ≥ u;

(ii) ∇ĥ(x) ∈ NxM , that is, x is an extended outward critical point of h;

(iii)
h(x) ≥ sup

y∈M\{x}
hx(y)

where

hx(y)
∆
=

{
h(y)−αx(y)h(x)

1−αx(y)
αx(y) 6= 1

h(y) αx(y) = 1.

Further, if ∇2αx(x) is non-degenerate, and x is a critical point of h|∂Mi
, then, for any

C1 curve c : (−δ, δ) → ∂Mi with c(0) = x, ċ(0) = Xx

lim
t→0

h(c(t))− αx(c(t))h(x)

1− αx(c(t))
=
∇2h|∂Mi

(x)(Xx, Xx)−∇2αx
|∂Mi

(x)(Xx, Xx)h(x)

−∇2αx
|∂Mi

(x)(Xx, Xx)
. (7)

Proof:
First, we note that the condition h(x) ≥ u is obvious and nothing more need be said

about it.
Suppose, then, that x ∈ ∂Mi, 0 ≤ i ≤ k is a maximizer of h. Then, ∇ĥ(x) ∈ NxM ,

otherwise there exists a direction Xx ∈ SxM such that ĝx(Xx,∇ĥ(x)) > 0 and x cannot
be a maximizer.

Because x is a maximizer, for all y such that αx(y) < 1 it follows that

h(y)− αx(y)h(x)

1− αx(y)
< h(x).

On the other hand, if αx(y) = 1, then, by choice of αx, h(y) = h(x) which proves that

h(x) ≥ sup
y∈M\{x}

hx(y).
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To prove the reverse implication, assume that x is an extended outward critical point
of h|∂Mi

and
h(x) ≥ sup

y∈M\{x}
hx(y).

Now suppose that x is not a maximizer of h, then there exists y ∈ M\{x} such that

h(x) < h(y).

In particular, for such a y, our choice of αx implies that αx(y) < 1. It follows that

h(x) <
h(y)− αx(y)h(x)

1− αx(y)

which is a contradiction.
The second assertion follows from two applications of l’Hopital’s rule after noting

that x must be a critical point of h|∂Mi
as well as αx

|∂Mi
, and, at a critical point, the

(Riemannian) Hessian of a function is independent of the Riemannian metric. ¤

Corollary 2.3 Lemma 2.2 is still true if we replace (i) above with

(i′) h(x)− ĝ
(
F x(x),∇h|∂Mi

(x)
) ≥ u

and redefine

hx(y)
∆
=

{
h(y)−αx(y)h(x)−bg(F x(y)−αx(y)F x(x),∇h|∂Mi

(x))

1−αx(y)
αx(y) 6= 1

h(y) αx(y) = 1.

where F x is defined as

F x(y) =

q∑
j=1

Cov
(
f(y), X̂jf(x)

)
X̂j,x (8)

for some orthonormal frame field (X̂1, . . . , X̂q) on M̂ .
Further, with hx redefined, we can remove the condition that x is a critical point in

the second conclusion of Lemma 2.2, i.e. if ∇2αx(x) is non-degenerate, then for any C1

curve c : (−δ, δ) → ∂Mi with c(0) = x, ċ(0) = Xx

lim
t→0

h(c(t))− αx(c(t))h(x)

1− αx(c(t))

=
∇2h|∂Mi

(x)(Xx, Xx)−∇2αx
|∂Mi

(x)(Xx, Xx)
(
h(x)− ĝ(F x(x),∇h|∂Mi

(x))
)

−∇2αx
|∂Mi

(x)(Xx, Xx)
.

(9)
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Note: Although Lemma 2.2 is completely deterministic, we bring this up here, as
condition (i′) corresponds to a statement about the “regression” of h onto ∇h, which will
be useful when dealing with smooth processes. This redefinition of hx, in the stochastic
setting, can be thought of as a conditioned version of the original hx, conditioned on x
being a critical point.

Proof:
If x is a maximizer, it must be a critical point of h|∂Mi

, and the terms involving
∇h|∂Mi

(x) in the redefinition of hx simply cancel out. The reverse implication is also true:
if x is an extended outward critical point of h, then ∇h|∂Mi

(x) = 0, so we can ignore the

terms involving X̂jh(x) above. ¤
In the stochastic setting, that is when ĥ is replaced by a smooth process f̂ , a natural

candidate for αx(y) is the partial map

αx(y) = ρx(y)
∆
= ρ(x, y) = Cor(f(x), f(y)).

In this case, if the process f has constant variance,

ρx(y) = 1 =⇒ f(x)− E(f(x)) = f(y)− E(f(y)),

almost surely. Even if f does not have constant variance, the above still gives a point
process representation of the maximizers of f .

Corollary 2.4 Under Assumption 2.1 the maximizers of f are almost surely isolated and
the maximizers of f are the points x ∈ ∂Mi, 0 ≤ i ≤ k such that

• ∇f|∂Mi
(x) = 0;

• f(x)− ĝ
(
F x(x),∇f|∂Mi

(x)
) ≥ u;

• P⊥
Tx∂Mi

∇f̂(x) ∈ NxM ;

• f(x) ≥ supy∈M\{x} f̃x(y),

where P⊥
Tx∂Mi

represents projection onto the orthogonal complement of Tx∂Mi in TxM̂ and

f̃x(y)
∆
=

{
f(y)−ρx(y)f(x)−bg(F x(y)−ρx(y)F x(x),∇f|∂Mi

(x))
1−ρx(y)

ρx(y) 6= 1,

f(y) ρx(y) = 1.
(10)

Note: If the joint density of ∇f̂(x), read off in some orthonormal basis of TxM̂ , is

bounded by some constant K uniformly in x ∈ M̂ then, almost surely, there will be no
critical points of f|∂Mi

such that P⊥
Tx∂Mi

∇f̂(x) ∈ ∂NxM ⊂ Tx∂M⊥
i . Therefore, almost

surely, all global maximizers will be such that P⊥
Tx∂Mi

∇f̂(x) is in the relative interior of
NxM in Tx∂M⊥

i . The proof of this claim is similar to the proof of Lemma 2.9 and is
omitted.
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Proof: The only part of the argument in Lemma 2.2 that needs to be modified is
what happens when αx(y) = ρx(y) = 1. In the deterministic case, we assumed that
αx(y) = 1 implied h(x) = h(y). In the random case, we know that αx(y) = 1 implies
f(x)− E(f(x)) = (f(y)− E(f(y)))σ(x)/σ(y) almost surely, where

σ2(x) = Var(f(x)).

Almost surely, then, it is still true that if x is a maximizer of f then f(x) ≥ f̃x(y) for
all y such that ρx(y) = 1, otherwise, x cannot be a maximizer. The reverse implication
follows similarly.

¤

2.2 Properties of f̃x

From its definition, it is clear that the process f̃x is singular near x. In this section, we
study some of its properties, specifically its singularities. Our main result is the following.

Lemma 2.5 Fix a curve c : (−δ, 0] → M so that c(0) = x, ċ(0) = −Xx with Xx ∈
SxM\Tx∂Mi. Then,

lim
t↑0

f̃x(c(t)) =




−∞ ĝ

(
Xx, P

⊥
Tx∂Mi

∇f̂(x)
)

< 0

+∞ ĝ
(
Xx, P

⊥
Tx∂Mi

∇f̂(x)
)

> 0

Therefore, when P⊥
Tx∂Mi

∇f̂(x) is in the relative interior of NxM in Tx∂M⊥
i ,

sup
y∈M\{x}

f̃x(y) < +∞

Proof:
The first conclusion follows once we note that

f̃x(y) =
f(y)− f(x)− ĝ

(
F x(y)− F x(x),∇f|∂Mi

(x)
)

1− ρx(y)
+ f(x)− ĝ

(
F x(x),∇f|∂Mi

(x)
)

and for y close to x

sign
(
f(y)− f(x)− ĝ(F x(y)− F x(x),∇f|∂Mi

(x))
)

= sign
(
ĝ

(
Xx, P

⊥
Tx∂Mi

∇f̂(x)
))

.

The second conclusion follows once we note that when P⊥
Tx∂Mi

∇f̂(x) is in the relative
interior of NxM

ĝ
(
Xx, P

⊥
Tx∂Mi

∇f̂(x)
)

< 0

for all Xx ∈ SxM\Tx∂Mi. For Xx ∈ Tx∂Mi, the second conclusion of Lemma 2.3 implies
that for all curves c : (−δ, δ) → ∂Mi with c(0) = x, ċ(0) = Xx

lim
t↑0

f̃x(c(t)) < +∞.

9



¤
Lemma 2.5 implies that, when P⊥

Tx∂Mi
∇f̂(x) is in the relative interior of NxM the

supremum of f̃x is either achieved along a curve c : (−δ, δ) → ∂Mi, in which case it is
related to the largest eigenvalue of ∇2f|∂Mi

, or it is achieved at a point in M\∂Mi away
from x.

We can therefore find a ball of sufficiently small radius η around x such that for all
y ∈ (M\∂Mi) ∩B(x, η)

f̃x(y) < −C

for some C > 0. Continuity (in x) of the functions f̃x(y) imply that for all z in some
neighbourhood Nx of x

sup
z∈Nx

sup
y∈B(x,η)

f̃ z(y) < −C.

This, along with continuity of ∇2f|∂Mi
(x) is enough to prove the following corollary.

Corollary 2.6 Define the process

W̃ (x)
∆
= sup

y∈M\{x}
f̃x(y).

Then, for 1 ≤ i ≤ k the process W̃ (x) is continuous on the set
{

x ∈ ∂Mi : P⊥
Tx∂Mi

∇f̂(x) ∈
◦

NxM

}

and is identically infinite on the set
{

x ∈ ∂Mi : P⊥
Tx∂Mi

∇f̂(x) ∈ (NxM)c
}

.

2.3 Point process representation of Difff,M(u)

Our assumptions allow us to use the Morse theorem of [17] to express the expected Euler

characteristic of the excursions M ∩ f̂−1[u, +∞) as integrals over M . The formula is
not new, though we repeat it here for use in deriving bounds on the error in the Euler
characteristic approximation.

What is new is the exact expression in Proposition 2.8 for the supremum distribution
(1).

Proposition 2.7 Under Assumption 2.1,

P̂

(
sup
x∈M

f(x) ≥ u

)

= E
(
χ

(
M ∩ f̂−1[u, +∞)

))

=
k∑

i=0

∫

∂Mi

E
(
det

(−∇2f|∂Mi,Ei
(x)

)
1AEC

x

∣∣∇f|∂Mi,Ei
(x) = 0

) ×

ϕ∇f|∂Mi,Ei
(x)(0) dHi(x)

(11)
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where Hi is i-dimensional Hausdorff measure, ϕ∇f|∂Mi,Ei
(x) is the density of ∇f|∂Mi,Ei

(x)
and

AEC
x = {f(x) ≥ u,∇f̂(x) ∈ NxM}.

Suitable regularity of the process ∇f|∂Mi,Ei
(x) implies that the maximizers of f are

almost surely isolated, though it does not guarantee uniqueness. If W̃ (x) were continuous
when restricted to ∂Mi, Assumption 2.1 would allow us to apply the general point process
Lemmas 2.4 and 2.5 of [19] to the point process representation of the maximizers in
Corollary 2.4. Corollary 2.6 shows that W̃ (x) is not continuous, but it is continuous on
the open set {

x ∈ ∂Mi : P⊥
Tx∂Mi

∇f̂(x) ∈
◦

NxM

}
.

Further, we are only interested in its behaviour on this set. Straightforward modifications
of the above cited Lemmas, which we omit, lead to the following representation for the
supremum distribution.

Proposition 2.8 Under Assumption 2.1 suppose f has a unique maximum, almost surely.
Further suppose that, for every x ∈ M

P
(
W̃ (x) = f(x)

)
= P

(
W̃ (x) = u

)
= 0.

Then,

P

(
sup
x∈M

f(x) ≥ u

)

=
k∑

i=0

∫

∂Mi

E
(
det

(−∇2f|∂Mi,Ei
(x)

)
1ASUP

x

∣∣∇f|∂Mi,Ei
(x) = 0

) ×

ϕ∇f|∂Mi,Ei
(x)(0) dHi(x)

(12)

where
ASUP

x = {f(x) ≥ u ∨ W̃ (x),∇f̂(x) ∈ NxM}.

The discepancy between the expected Euler characteristic approximation and the true
supremum distribution is

Difff,M(u)
∆
= P̂

(
sup
x∈M

f(x) ≥ u

)
− P

(
sup
x∈M

f(x) ≥ u

)

=
k∑

i=0

∫

∂Mi

E
(
det

(−∇2f|∂Mi,Ei
(x)

)
1AERR

x

∣∣∇f|∂Mi,Ei
(x) = 0

) ×

ϕ∇f|∂Mi,Ei
(x)(0) dHi(x)

(13)

where
AERR

x = {u ≤ f(x) ≤ W̃ (x),∇f̂(x) ∈ NxM}.
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Before concluding this section, we provide a lemma giving sufficient conditions for the
uniqueness of the global maximum of f . The proof is omitted, as it is similar to the proof
of Theorem 3.2.1 of [2].

Lemma 2.9 Suppose that for all pairs 1 ≤ i, j ≤ k and all tuples {(x, y) : x ∈ ∂Mi, y ∈
∂Mj} the random vector

V (x, y) =
(
f(x)− f(y),∇f|∂Mi,Ei

(x),∇f|∂Mj ,Ej
(y)

)

has a density, bounded by some constant K independent of i, j. Then,

P
({∃(x, y) : x ∈ ∂Mi, y ∈ ∂Mj, V (x, y) = 0 ∈ Ri+j+1

})
= 0.

3 Bounding Difff,M(u)

Expression (13) is an explicit formula for the error in the expected Euler characteristic
approximation. Similar explicit formula can be derived for the error of the approximation
based on the expected number of local maxima above the level u, though we do not pursue
this here. However, as described in Section 2.2, the process f̃x is singular near x, and
has infinite variance near x, which means that standard tools such as the Borell-Tsirelson
inequality cannot be used to bound its supremum distribution.

To see that the process f̃x has infinite variance, assume that f is the restriction of a
unit variance field with covariance function ρ. In this case, the variance of f̃x(y) is easily
seen to be

Var
(
f̃x(y)

)
=

1 + ρ(x, y)

1− ρ(x, y)

and

lim
y→x

Var
(
f̃x(y)

)
= lim

y→x

1 + ρ(x, y)

1− ρ(x, y)
= +∞.

Although this is somewhat worrying, in (13) we only care about large positive values
of f̃x, and, further, we only care about the behaviour of f̃x on the set

{P⊥
Tx∂Mi

∇f̂(x) ∈ NxM}.

To get around this difficulty, we introduce a process fx in this section which has, under
some conditions, finite variance and dominates f̃x on {P⊥

Tx∂Mi
∇f̂(x) ∈ NxM}. It is this

process whose variance appears in the exponential bound for the behaviour of Difff,M(u)
in the Gaussian case.

Obviously, the process fx, which we define below, does not dominate the absolute
value of f̃x. Indeed, if this were true, the process fx would have infinite variance as well.

The main goal of this section is to introduce the process fx, after which, we arrive to
Theorem 3.3 with some simple manipulations applied to expression (13).

12



The process fx is defined as follows

fx(y)
∆
=





f(y)−ρx(y)f(x)−bg( bF x(y)−PNxM
bF x(y),∇ bf(x))

1−ρx(y)
ρx(y) 6= 1

f(y)− ĝ
(
F̂ x(y)− PNxM F̂ x(y),∇f̂(x)

)
ρx(y) = 1

(14)

where PNxM : TxM̂ → NxM represents orthogonal projection onto NxM and F̂ x : M →
TxM̂ is given by

F̂ x(y) =

{
F x(y)− ρx(y)F x(x) ρx(y) 6= 1

F x(y) ρx(y) = 1
(15)

where F x is defined in (8).

Lemma 3.1 On the set {P⊥
Tx∂Mi

∇f̂(x) ∈ NxM}, for every y ∈ M

fx(y) ≥ f̃x(y).

If x ∈ ∂Mk =
◦

M , then equality holds above on the set {P⊥
Tx∂Mi

∇f̂(x) ∈ NxM}.
Proof: First, we note that

(1− ρx(y)) · (f̃x(y)− fx(y)) = ĝ
(
F̂ x(y)− PNxM F̂ x(y), P⊥

Tx∂Mi
∇f̂(x)

)
.

Now, as NxM is a convex cone, it follows that for any Yx ∈ TxM̂

Yx − PNxMYx ∈ NxM
∗ = Con(SxM)

where NxM
∗ is the dual cone of NxM , which is just Con(SxM), the convex hull of SxM .

By duality,
ĝ (Yx − PNxMYx, Vx) ≤ 0

for every Vx ∈ NxM . Consequently, on the set {P⊥
Tx∂Mi

∇f̂(x) ∈ NxM}

ĝ
(
Yx − PNxMYx, P

⊥
Tx∂Mi

∇f̂(x)
)
≤ 0

for every Yx ∈ TxM̂ . As F̂ x(y) ∈ TxM̂ for each y, the first conclusion now follows.
As for the second, if x ∈ ∂Mk, then NxM = Tx∂M⊥

k and PNxMVx = 0 for all Vx ∈
Tx∂Mk. Similarly,

ĝ
(
Vx, P

⊥
Tx∂Mi

∇f̂(x)
)

= 0.

Therefore, on this set

ĝ
(
F̂ x(y)− PNxM F̂ x(y),∇f̂(x)

)
= 0.

¤
As we will see in the proof of Theorem 3.3, Lemma 3.1 provides the basic bounds for

Difff,M(u). The following corollary to Lemma 2.2 will also be of use to us.
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Corollary 3.2 If f has unit variance, then, for any C1 unit speed curve c : (−δ, δ) →
∂Mk with c(0) = x, ċ(0) = Xx

lim
t→0

fx(c(t)) = −∇
2f|∂Mk

(x)(Xx, Xx)−∇2ρx(x)(Xx, Xx)f(x)

−∇2ρx(x)(Xx, Xx)

= −∇2f|∂Mk
(x)(Xx, Xx) + f(x).

Further,
sup

Xx∈S(Tx∂Mk)

∣∣−∇2f|∂Mk
(x)(Xx, Xx) + f(x)

∣∣ ≤ sup
y∈M\{x}

|fx(y)|. (16)

Proof: The proof is essentially just the second conclusion of Lemma 2.2, recast in the
stochastic process framework. The only thing that needs to be verified is that

∇2ρx(x)(Xx, Xx) = −1,

but this follows from the fact that

∇2ρx(y)(Xy, Yy) = Cov
(∇2f|∂Mk

(y)(Xy, Yy), f∂Mk
(x)

)

and the fact that, as a double form

Cov
(∇2f|∂Mk

(x)(Xx, Yx), f(x)
)

= −ĝx(Xx, Yx),

(cf. [19]). ¤
Using the results of Lemma 3.1 we have the following theorem.

Theorem 3.3 Under Assumption 2.1, suppose the process

W (x)
∆
= sup

y∈M\{x}
fx(y) (17)

is continuous and f has a unique maximum, almost surely. Further suppose that, for
every x ∈ M

P (W (x) = f(x)) = P (W (x) = u) = 0.

Then,

|Difff,M(u)| ≤
k∑

i=0

∫

∂Mi

E
(∣∣det

(−∇2f|∂Mi,Ei
(x)

)∣∣ 1BERR
x

∣∣∇f|∂Mi,Ei
(x) = 0

) ×

ϕ∇f|∂Mi,Ei
(x)(0) dHi(x)

(18)

where
BERR

x = {u ≤ f(x) ≤ W (x)}.
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4 Gaussian fields with constant variance

In this section, using Theorem 3.3, we derive an explicit bound for the exponential be-
haviour of Difff,M(u) when f̂ is a Gaussian field with constant variance, satisfying As-
sumption 2.1. The assumption of constant variance implies certain random variables are
uncorrelated, hence independent in the Gaussian case. In particular, the assumption of
constant variance implies that for x ∈ ∂Mi, 0 ≤ i ≤ k the entire process (fx(y))y∈M\{x} is
independent of f(x) as well as ∇f|∂Mi

(x). This allows us to remove the conditioning on
∇f|∂Mi

(x) below. Once this conditioning is removed, the rest of the argument relies only
on the Borell-Tsirelson inequality [3].

Our first observation is that, whether f has constant variance or not, for each x ∈
M , the process fx(y) is uncorrelated with the random vector ∇f|∂Mi

(x). Hence, in the
Gaussian case, fx(y) is independent of ∇f|∂Mi

(x).

Lemma 4.1 For every x ∈ ∂Mi, 0 ≤ i ≤ k and every y ∈ M\{x}

Cov (fx(y), Xxf) = 0

for every Xx ∈ Tx∂Mi.

Proof: We first note that, if ρx(y) 6= 1 then

(1− ρx(y)) Cov (fx(y), Xxf) = Cov (f(y)− ρx(y)f(x), Xxf) −
Cov

(
ĝ

(
F̂ x(y)− PNxM F̂ x(y),∇f̂(x)

)
, Xxf

)

= Cov (f(y)− ρx(y)f(x), Xxf)− ĝ
(
F̂ x(y)− PNxM F̂ x(y), Xx

)
.

If, on the other hand, ρx(y) = 1, then

Cov (fx(y), Xxf) = Cov (f(y), Xxf) −
Cov

(
ĝ

(
F x(y)− PNxMF x(y),∇f̂(x)

)
, Xxf

)

= Cov (f(y), Xxf)− ĝ (F x(y)− PNxMF x(y), Xx) .

The conclusion will therefore follow once we prove, for every y ∈ M

Cov (f(y), Xxf) = ĝ (F x(y)− PNxMF x(y), Xx)

Cov (f(y)− ρx(y)f(x), Xxf) = ĝ
(
F̂ x(y)− PNxM F̂ x(y), Xx

)
.

As the two arguments are similar, we just prove the first equality. The map F x can
be decomposed as follows

F x(y) = PTx∂Mi
F x(y) + P⊥

Tx∂Mi
F x(y)
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where

PTx∂Mi
F x(y) =

i∑
j=1

Cov (f(y), Xjf(x)) Xj,x

P⊥
Tx∂Mi

F x(y) =

q∑
j=i+1

Cov (f(y), Xjf(x)) Xj,x

and the orthonormal basis (X1,x, . . . , Xq,x) is chosen so that the set (X1,x, . . . , Xi,x) forms
an orthonormal basis for Tx∂Mi and (Xi+1,x, . . . , Xq,x) forms an orthonormal basis for

Tx∂M⊥
i , the orthogonal complement of Tx∂Mi in TxM̂ .

Further, because ĝ (Xx, Vx) = 0 for every Xx ∈ Tx∂Mi and Vx ∈ NxM , it follows that

PNxMF x(y) = PNxMP⊥
Tx∂Mi

F x(y)

and for every Xx ∈ Tx∂Mi

ĝ (F x(y)− PNxMF x(y), Xx) = ĝ (PTx∂Mi
F x(y), Xx) +

ĝ
(
P⊥

Tx∂Mi
F x(y)− PNxMP⊥

Tx∂Mi
F x(y), Xx

)

= ĝ (PTx∂Mi
F x(y), Xx)

=
i∑

j=1

Cov (f(y), Xjf(x)) ĝ (Xj,x, Xx)

= Cov (f(y), Xxf) .

¤
As noted above, the independence between ∇f|∂Mi

(x) and the process fx allows us
to remove the conditioning on ∇f|∂Mi

(x) in the expression for Difff,M(u), whether f has
constant variance or not.

Corollary 4.2 Suppose f is a Gaussian process satisfying the conditions of Theorem 3.3.
Then,

|Difff,M(u)| ≤
k∑

i=0

∫

∂Mi

E
(∣∣det

(−∇2f|∂Mi,Ei
(x)

)∣∣ 1CERR
x

) ×

ϕ∇f|∂Mi,Ei
(x)(0) dHi(x)

(19)

where
CERR

x = {u ≤ f(x)− ĝ
(
PTx∂Mi

F x(x),∇f̂(x)
)
≤ W (x)}.

If f has constant variance, then F x(x) = 0 ∈ TxM and

CERR
x = {u ≤ f(x) ≤ W (x)}.

Proof: The only thing that needs to be proven is that, in the event CERR
x the

condition {u ≤ f(x) ≤ W (x)} can be replaced with
{

u ≤ f(x)− ĝ
(
PTx∂Mi

F x(x),∇f̂(x)
)
≤ W (x)

}
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and the conditioning can be removed.
The reason that the above replacement is justified is that, on the set {∇f|∂Mi

(x) = 0}

f(x) = f(x)− ĝ
(
PTx∂Mi

F x(x),∇f̂(x)
)

.

Further, f(x)− ĝ
(
PTx∂Mi

F x(x),∇f̂(x)
)

is independent of ∇f|∂Mi
(x), and Lemma 4.1 im-

plies that W (x) is also independent of∇f|∂Mi
(x). Therefore, the conditioning on∇f∂Mi

(x)
can be removed. ¤

We are now ready to prove the following Theorem.

Theorem 4.3 Let f̂ be a Gaussian process with constant, unit variance, on M̂ and let
f = f̂|M be such that f satisfies Assumption 2.1. Then,

lim inf
u→∞

−u−2 log |Difff,M(u)| ≥ 1

2

(
1 +

1

σ2
c (f)

)

where
σ2

c (f, x)
∆
= sup

y∈M\{x}
Var (fx(y)) . (20)

and
σ2

c (f)
∆
= sup

x∈M
σ2

c (f, x) (21)

Proof:
We must find an upper bound for (19). Writing

∇2f|∂Mi,Ei
(x) = ∇2f|∂Mi,Ei

(x)− E
(∇2f|∂Mi,Ei

(x)
∣∣f(x)

)
+ E

(∇2f|∂Mi,Ei
(x)

∣∣f(x)
)

= ∇2f|∂Mi,Ei
(x) + f(x)I − f(x)I

(cf. [19]), and applying Hölder’s inequality to (19) yields, for any conjugate exponents
p, q

∣∣Difff,M(u)
∣∣ ≤

k∑
i=0

∫

∂Mi

i∑
j=0

E
(
f(x)j1{f(x)≥u}

) ×

E
(|detri−j

(−∇2f|∂Mi,Ei
(x)− f(x)I

) |p)1/p × P (W (x) ≥ u)1/q dHi(x).

Define
µ+ ∆

= sup
x∈M

µ(x)1{µ(x)≥0}, µ(x) = E(f(x))

For

u ≥ sup
x∈M

E

(
sup

y∈M\{x}
(fx(y)− E(fx(y)))

)
+ µ+
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the Borell-Tsirelson inequality implies that

P (W (x) ≥ u) ≤ 2e−(u−µ+)2/2σ2
c (f,x).

Recalling that fx(x) = f(x), for such u, it also follows that

E
(
f(x)j1{f(x)≥u}

) ≤ Cju
j−1e−(u−µ+)2/2.

Putting these facts together, for any conjugate exponents p, q

∣∣Difff,M(u)
∣∣ ≤ Cku

k−1e
− (u−µ+)2

2

�
1+ 1

qσ2
c (f)

�
×

k∑
i=0

∫

∂Mi

i∑
j=0

E
(|detri−j

(−∇2f|∂Mi,Ei
(x)− f(x)I

) |p)1/p
dHi(x).

The result now follows after noting that we can choose q close to 1, and u(q) so that,
for u ≥ u(q), the remaining terms are arbitrarily small logarithmically, compared to u2.¤

Theorem 4.3 provides a lower bound on the exponential decay of Difff,M(u). The lower
bound is generally tight when a maximizer of σ2

c (f) occurs in ∂Mk, in the sense that the
term corresponding to ∂Mk in the sum defining Difff,M(u) in (13) is exponentially of the
same order as the upper bound. It is still open as to whether the lim infu→∞ in Theorem
4.3 can be replaced with limu→∞ as we can not rule out the possibility of some terms in
the sum (13) cancel each other out, leading to a faster rate of exponential decay. Although
we have not settled the issue completely, these situations seem somewhat singular.

Theorem 4.4 Let f be as in Theorem 4.3. If

{x ∈ M : ∃ y ∈ M\{x}, Var(fx(y)) = σ2
c (f)} ∩ ∂Mk 6= ∅,

and the metric entropy H(fx, ε) of the process fx is bounded by Cε−b for some b > 0,
uniformly in x ∈ ∂Mk, then

lim
u→∞

−u−2 log

∣∣∣∣
∫

∂Mk

E
(
det

(−∇2f|∂Mk,Ek
(x)

)
1{u≤f(x)≤W (x)}

)
ϕ∇f|∂Mk,Ek

(x)(0) dHk(x)

∣∣∣∣

=
1

2

(
1 +

1

σ2
c (f)

)
. (22)

Proof:
For ease of notation, we define the contribution of A ⊂ M to the error as

Difff,A(u) =
k∑

i=0

∫

∂Mi∩A

E
(
det

(−∇2f|∂Mi,Ei
(x)

)
1AERR

x

∣∣∇f|∂Mi,Ei
(x) = 0

) ×

ϕ∇f|∂Mi,Ei
(x)(0) dHi(x).

(23)
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Verifying the lower bound in (22), i.e. the fact that

lim inf
u→∞

−u−2 log (|Difff,∂Mk
(u)|) ≥ 1

2

(
1 +

1

σ2
c (f)

)

follows the arguments of Theorem 4.3.
Turning to the upper bound in (22), the expression Difff,∂Mk

(u) can be expressed as
a sum of k terms

Difff,∂Mk
(u) =

k∑
j=0

∫

∂Mk

E

(
f(x)jdetrk−j

(−∇2f|∂Mk,Ek
(x) + f(x)I

) ×

1{u≤f(x)≤W (x)}

)
ϕ∇f|∂Mk,Ek

(x)(0) dHk(x).

Using relation (16) of Corollary 3.2, for u large enough and 1 ≤ j ≤ k, it follows that

E

(
f(x)k−jdetrj

(−∇2f|∂Mk,Ek
(x) + f(x)I

)
1{W (x)≥f(x)≥u}

∣∣∣∣f(x)

)

≤ f(x)k−jE

(
sup

y∈M\{x}
|fx(y)|j1{W (x)≥f(x)≥u}

∣∣∣∣f(x)

)

≤ f(x)k−jE

(
sup

y∈M\{x}
|fx(y)|j1{supy∈M\{x} |fx(y)|≥f(x)}

∣∣∣∣f(x)

)
1{f(x)≥u}

≤ C × f(x)k−j

(∫ ∞

f(x)

jrj−1rb−1e−r2/2σ2
c (f,x) dr

)
1{f(x)≥u}

≤ C × f(x)k+b−3e−f(x)2/2σ2
c (f,x)1{f(x)≥u}

≤ C × f(x)k+be−f(x)2/2σ2
c (f,x)1{f(x)≥u}

≤ C × E

(
f(x)k−η1{W (x)≥f(x)≥u}

∣∣∣∣f(x)

)

for some η > 0. Above, we have used the fact that f has constant variance only when
we assert the independence of W (x) and f(x). In going from the third to the fourth line
above, as well as from the sixth to the seventh line we have used Theorem 5.3 of [3], and
our assumption on the metric entropy of the processes fx.

Therefore, for u large enough,

C1 ≤
∫

∂Mk
E

(
f(x)k1{u≤f(x)≤W (x)}

)
dHk(x)

Difff,∂Mk
(u)

≤ C2,

and

lim
u→∞

−u−2 log
(
E

(
f(x)k1{u≤f(x)≤W (x)}

)
dHk(x)

)
= lim

u→∞
−u−2 log (Difff,∂Mk

(u))
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as long as the limit on the left hand side exists.
Theorem 5.3 of [3] implies that, for each η > 0

C × u2k−2e−u2(1+1/σ2
c (f,x))/2 ≥ E

(
f(x)k1{u≤f(x)≤W (x)}

)

≥ C(η)× u2k−2−ηe−u2(1+1/σ2
c (f,x))/2

and a standard Laplace approximation implies that, for η small enough,

lim
u→∞

−u−2 log

(∫

∂Mk

u2k−2e−u2(1+1/σ2
c (f,x))/2dHk(x)

)

= lim
u→∞

−u−2 log

(∫

∂Mk

u2k−2−ηe−u2(1+1/σ2
c (f,x))/2dHk(x)

)

=
1

2

(
1 +

1

σ2
c (f)

)
.

We have now established (22). ¤
Remark: The polynomial form of the entropy assumed above can be weakened, as

long as it is logarithmically small enough to be killed by the factor u−2.

5 Examples

In this section, we compute σ2
c (f) for some simple examples, strengthening earlier results

of [11] and [14]. Before turning to the examples, however, we discuss the relation between
σ2

c (f) and the critical radius of a tube around M when f is assumed to be centered with
unit variance. Specifically, we describe the geometry of the situation in the case of “global
overlap.” That is, when the supremum

σ2
c (f) = sup

x∈M
sup

y∈M\{x}
Var(fx(y))

is achieved at a point (x∗, y∗), in which case the point (x∗, y∗) must be strictly off the
diagonal.

5.1 Geometric picture in the case of global overlap

Here, we describe the notion of “global overlap” and describe the geometry of the process f
near points (x∗, y∗) achieving the critical variance σ2

c (f). Roughly speaking, this situation
occurs when M , the parameter space of f “wraps around itself” and, for some x ∈ M
there is a point y ∈ M that is close to x in the L2-metric but far in terms of geodesic
distance from x. To describe the geometry involved in this situation we turn to spherical
geometry in H̃f the RKHS of f . Recall that H̃f is defined by the reproducing kernel
condition

〈R(s, ·), R(t, ·)〉H̃f
= R(t, s)
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and there exists an isometry that maps H̃f onto the linear span Hf of {f(x), x ∈ M} in
L2(Ω,F , P). Without loss of generality, then, we can describe the geometry in terms of
Hf . Let Ψ : M → Hf ⊂ L2(Ω,F , P) denote the map

x 7→ f(x).

If S(Hf ) is the unit sphere in Hf , and f is centered with unit variance then Ψ(M) ⊂
S(Hf ), and our standing assumptions, namely that f is C2 and ρ(x, y) 6= 1 if x 6= y, imply
that Ψ is a piecewise C2 embedding. Further, it is not hard to see that

Ψ∗(Xx) = Xxf

so the tangent space Tf(x)Ψ(M) is spanned by (X1,xf, . . . , Xk,xf) for some basis {X1,x, . . . , Xk,x}
of TxM .

We denote the orthogonal complement of Tf(x)Ψ(M) in Tf(x)Hf by T⊥
f(x)Ψ(M), and

the orthogonal complement of Tf(x)Ψ(M) in Tf(x)S(Hf ) by Nf(x)Ψ(M).
Given a point f(x) and a unit normal vector vf(x) ∈ Nf(x)Ψ(M) we denote the geodesic,

in S(Hf ), originating at f(x) in the direction vf(x) by cf(x),vf(x)
. That is,

cf(x),vf(x)
(t) = cos t · f(x) + sin t · vf(x), 0 ≤ t < π.

As discussed in [18], up to a certain point along cf(x),vf(x)
, the points on cf(x),vf(x)

metrically project uniquely to x. That is, for t small enough, the unique point on Ψ(M)
closest to cf(x),vf(x)

(t) is f(x). We denote the largest t for which this is true by θ(f(x), vf(x))
and we call it the local critical radius (angle) at f(x) in the direction vf(x). Taking the
supremum over all directions vf(x) ∈ S(Nf(x)Ψ(M)) we obtain θ(f(x)), the local critical
radius at f(x)

θc(f(x)) = inf
vf(x)∈S(Nf(x)Ψ(M))

θ(f(x), vf(x)) (24)

and the global critical radius

θc = θc(Ψ(M)) = inf
x∈M

θc(f(x)). (25)

When M has no boundary, the relation between these critical angles, and σ2
c (f, x) in

(20) is given in the following lemma.

Lemma 5.1 Suppose f = f̂|M is the restriction of a centered, unit variance Gaussian

process on M̂ , to M , a piecewise C2 k-dimensional submanifold of M̂ . Suppose that
Ψ : M̂ → Hf is a C2 embedding. Then, for all x ∈ ∂Mk

σ2
c (f, x) = cot2(θ(x)).

Proof: Without loss of generality we can assume that M has no boundary setting
M̂ = M and f̂ = f . In this case, NxM = {0}, and because f has constant variance
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F x(x) = 0. Putting these facts together show that

fx(y) =
f(y)− ρx(y)f(x)− ĝ(F̂ x(y),∇f̂(x))

1− ρx(y)

=
f(y)− ρx(y)f(x)−∑k

i=1 Cov(f(y), Xif(x))Xif(x)

1− ρx(y)

for some orthonormal frame field (X1, . . . , Xk) on M .
Turning to the picture in terms of geodesics, fix f(x) and vf(x). Suppose that, for a

certain t the point cf(x),vf(x)
(t) does not metrically project to f(x). This implies there is

a point f(y) ∈ Ψ(M) such that

d(cf(x),vf(x)
(t), f(y)) = cos−1

(
〈cf(x),vf(x)

(t), f(y)〉Hf

)

< d(cf(x),vf(x)
(t), f(x))

= cos−1
(
〈cf(x),vf(x)

(t), f(x)〉Hf

)
.

Alternatively,

〈cf(x),vf(x)
(t), f(y)〉Hf

= cos t · 〈f(x), f(y)〉Hf
+ sin t · 〈vf(x), f(y)〉Hf

= cos t · ρ(x, y) + sin t · 〈vf(x), f(y)〉Hf

> 〈cf(x),vf(x)
(t), f(x)〉Hf

= cos t.

After a little rearranging, we see that this is true if and only if

cot t >
〈vf(x), f(y)〉Hf

1− ρ(x, y)
.

Therefore,

cot θ(f(x), vf(x)) = sup
y∈M\{x}

〈vf(x), f(y)〉Hf

1− ρ(x, y)
.

Taking the supremum over all vf(x) ∈ Nf(x)Ψ(M) we see that

cot θ(f(x)) = sup
vf(x)∈Nf(x)Ψ(M)

sup
y∈M\{x}

〈vf(x), f(y)〉Hf

1− ρ(x, y)

= sup
y∈M\{x}

‖PNf(x)Ψ(M)f(y)‖Hf

1− ρ(x, y)

where PNf(x)Ψ(M) represents orthogonal projection onto Nf(x)Ψ(M). Therefore,

cot2 θc(f(x)) = sup
y∈M\{x}

‖PNf(x)Ψ(M)f(y)‖2
Hf

(1− ρ(x, y))2
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and it remains to show that

‖PNf(x)Ψ(M)f(y)‖2
Hf

= Var

(
f(y)− ρ(x, y)f(x)−

k∑
i=1

Cov(f(y), Xif(x))Xif(x)

)
.

This, however, follows from the fact that Nf(x)Ψ(M) is the orthogonal complement (in
Tf(x)Hf ) of the subspace Lx = span{f(x), X1f(x), . . . , Xkf(x)}, and the fact that

ρ(x, y)f(x) +
k∑

i=1

Cov(f(y), Xif(x))Xif(x) = 〈f(x), f(y)〉Hf
f(x) +

k∑
i=1

〈f(y), Xif(x)〉Hf
Xif(x)

= PLxf(y).

¤
We now consider the case when M is a manifold without boundary and the supremum

in

cot2(θc) = sup
x∈M

sup
y∈M\{x}

‖PNf(x)Ψ(M)f(y)‖2
Hf

(1− ρ(x, y))2
(26)

is achieved at some (x∗, y∗). Thinking of the critical variance as the cotangent of some
critical distance on M , then, geometrically, the tube of radius θc should self-intersect itself
along a geodesic from x∗ to y∗ in such a way that the tube, viewed locally from the point
x∗ shares a hyperplane with the tube viewed locally from the point y∗. Alternatively, at
the point of self-intersection the outward pointing unit normal vectors should be pointing
in opposite directions.

The simplest way of seeing this is to think of M as just two points {p1, p2} in R2.
In this case the tube of radius r around M consists of the union of two discs of radius
r. When r = d(p1, p2)/2 the two discs self-intersect at exactly one point, and the unit
normal vectors are pointing in opposite directions.

We can make this statement precise in the following lemma.

Lemma 5.2 Suppose (x∗, y∗) achieve the supremum in (26). Then,

f(y∗) = cos(2θc) · f(x∗) + sin(2θc) · v∗f(x∗)

where

v∗f(x∗) =
PNf(x)Ψ(M)f(y∗)

‖PNf(x)Ψ(M)f(y∗)‖Hf

is the direction of the geodesic between f(x∗) and f(y∗). For any Xx∗ ∈ Tx∗M and any
Xy∗ ∈ Ty∗M

Cov(Xx∗f, f(y∗)) = 〈Ψ∗(Xx∗), f(y∗)〉Hf
= 0

Cov(Xy∗f, f(x∗)) = 〈Ψ∗(Xy∗), f(x∗)〉Hf
= 0.

Further, the partial map

ρx∗(y)
∆
= ρ(x∗, y)
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has a local maximum at y∗, and the partial map

ρy∗(x)
∆
= ρ(x, y∗)

has a local maximum at x∗.

Proof: If (x∗, y∗) achieve the supremum in (26) then there exists a point z equidistant
from f(x∗) and f(y∗) and unit vectors vf(x∗) ∈ Nf(x∗)Ψ(M) and wf(y∗) ∈ Nf(y∗)Ψ(M) such
that

z = cos θc · f(x∗) + sin θc · vf(x∗) = cos θc · f(y∗) + sin θcwf(y∗).

It is not a priori obvious that wf(y∗) ∈ Nf(y∗)Ψ(M). However, if this were not the
case, then exists t ∈ M , t 6= y such that d(t, z) < θc. This contradicts the assumption
that (x∗, y∗) achieve the supremum in (26) and the critical radius is θc. The proof that
this is a contradiction is left to the reader, though it follows similar lines to the argument
at the end of this proof.

To prove the first claim, therefore, it is enough to show that the unit tangent vectors
ċf(x∗),vf(x∗)(θc) and ċf(y∗),wf(y∗)(θc) at z satisfy

u = ċf(x∗),wf(x∗)(θc) + ċf(y∗),wf(y∗)(θc) = 0 ∈ TzHf .

Suppose then that u 6= 0. A simple calculation shows that

〈u, f(x∗)〉Hf
= 〈u, f(y∗)〉Hf

=
cos(2θc)− 〈f(x∗), f(y∗)〉Hf

sin θc

.

If u 6= 0, then f(x∗), f(y∗) and z are not on the same geodesic and the triangle inequality
implies that

cos(2θc) < 〈f(x∗), f(y∗)〉Hf

which implies
〈u, f(x∗)〉Hf

= 〈u, f(y∗)〉Hf
< 0.

Consider the geodesic originating at z in the direction u∗ = u/‖u‖Hf

cz,u∗(t) = cos t · z + sin t · u∗.

Assuming u∗ 6= 0,

〈ċz,u∗(0), f(y∗)〉Hf
= 〈ċz,u∗(0), f(x∗)〉Hf

= 〈u∗, f(x∗)〉 < 0.

This implies that for sufficiently small |s|, s < 0

〈f(x∗), cz,u∗(s)〉Hf
= 〈f(y∗), cz,u∗(s)〉Hf

> cos θc.

For such an s, there exist distinct points x̂(s) and ŷ(s) such that

d(cz,u∗(s), x̂(s)) < θc, d(cz,u∗(s), ŷ(s)) < θc
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such that the geodesic connecting x̂(s) and cz,u∗(s) is normal to M at x̂(s), and the
geodesic connecting ŷ(s) and cz,u∗(s) is normal to M at ŷ(s).

Without loss of generality we assume that

d(cz,u∗(s), x̂(s)) ≤ d(cz,u∗(s), ŷ(s)).

In this case, the geodesic connecting ŷ to cz,u∗(s) is no longer a minimizer of distance once
it passes the point cz,u∗(s), which is of distance strictly less than θc from ŷ(s). That is,
for some point ẑ(s) along the geodesic connecting ŷ(s) and cz,u∗(s), beyond cz,u∗(s) but
of distance strictly less than θc from ŷ(s), there exist points in M strictly closer to ẑ(s)
than ŷ(s). We therefore have a contradiction, as the critical radius of Ψ(M) is θc.

To prove the second claim, we note that f(y∗) is a linear combination of f(x∗) and
vf(x∗) which are perpendicular to every vector in Tf(x∗)Ψ(M). Similarly, f(x∗) is a linear
combination of f(y∗) and wf(y∗) which are perpendicular to every vector in Tf(x∗)Ψ(M).
The fact that the partial maps ρx∗(y) and ρy∗(x) have local maxima follows from the same
contradiction argument used above.

¤

5.2 Centered stationary processes on [0, T ]

In this section f(x), x ∈ [0, T ], is assumed to be a centered C2 stationary process with
unit variance and covariance function R. As in [11] we change the time scale so that
Var(ḟ(x)) = −R̈(0) = 1.

Fix a point x ∈ (0, T ), in which case the process fx is given by

fx(y) =
f(y)−R(x− y)f(x)− Ṙ(x− y)ḟ(x)

1−R(x, y)

and the critical variance at x is given by

σ2
c (f, x) = sup

y∈[0,T ]\{x}

Var(f(y) | f(x), ḟ(x))

(1−R(x− y))2

= sup
−x≤t≤T−x

t6=0

1−R(t)2 − Ṙ(t)2

(1−R(t))2
.

The critical variance in the interior is

σ2
c (f, (0, T )) = sup

x∈(0,T )

σ2
c (f, x) = sup

0<t<T

1−R(t)2 − Ṙ(t)2

(1−R(t))2
. (27)

A local version of critical variance σ2
c,loc(x, (0, T )) is obtained by letting t → 0 in (27),

i.e.

σ2
c,loc(x, (0, T )) = lim

t→0

1−R(t)2 − Ṙ(t)2

(1−R(t))2
= 1 +

4

3
R(4)(0),
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where the last conclusion follows from some simple calculus. An alternative interpretation
of the quantity σ2

c,loc(x, (0, T )), also obtained by simple calculus is the following

σ2
c,loc(x, (0, T )) = Var

(
f̈(x)

∣∣f(x)
)

.

The local critical variance at the end points {0, T} need slightly more attention. We
consider the point x = 0 without loss of generality. The normal cone at x = 0 is

N0[0, T ] =
⋃
c≤0

c
d

dx
⊂ T0R.

For ease of notation, we just write N0 for N0[0, T ].
The projection onto N0 is just

PN0

(
a

d

dx

)
= 1{a≤0}

(
a

d

dx

)
.

As
Cov

(
ḟ(0), f(y)

)
= −Ṙ(y)

the process f 0(y) is given by

f 0(y) =
f(y)−R(y)f(0)− 1{Ṙ(y)≤0}Ṙ(y)ḟ(0)

(1−R(y))2 .

The local critical variance at x = 0 is given by

σ2
c (f, 0) = sup

0≤t≤T

1−R(t)2 − Ṙ(t)2 + max(Ṙ(t), 0)2

(1−R(t))2
≥ sup

0≤t≤T

1−R(t)2 − Ṙ(t)2

(1−R(t))2
. (28)

The inequality above implies that σ2
c (f, 0) ≥ σ2

c (f, y), 0 ≤ y ≤ T . Therefore the critical
variance σ2

c (f) is attained at the end points t = 0, T .
Note that this does not exclude the case that the critical radius is also attained in

the interior 0 < t < T . Under some circumstances, the critical variance is attained
everywhere, as demonstrated in the following lemma.

Lemma 5.3 Suppose f is a centered, unit variance C2 stationary process on R such that
−R̈(0) = 1 and Ṙ(t) ≤ 0 for all t ≥ 0. Then

σ2
c (f) = σ2

c,loc(f, x) = Var
(
f̈(x)

∣∣f(x)
)

.

Proof:
As noted above, we just have to compute σ2

c (f, 0). Because Ṙ(t) ≤ 0 we see that

σ2
c (f, 0) = sup

0≤t≤T

1−R(t)2 − Ṙ(t)2

(1−R(t))2
.
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Now suppose that this supremum is achieved. Lemma 5.2 implies that for any t that
achieves this supremum, Ṙ(t) = 0, and t is a local maximum of R(t). Let

T ∗ =
{

t > 0
∣∣Ṙ(t) = 0, R(t) = cos(2θc)

}
.

As T ∗ is a closed set there exists a minimum value of T ∗:

t∗ = min T ∗ > 0.

Because t∗ is a local maximum of R, there exits ε > 0 such that

R(t) ≤ R(t∗), ∀t ∈ (t∗ − ε, t∗).

But R(t) is assumed to be non-increasing and we have

R(t) ≥ R(t∗), ∀t < t∗.

Therefore
R(t) = R(t∗), ∀t ∈ (t∗ − ε, t∗).

This, however, contradicts the minimality of t∗. ¤.

5.3 Isotropic fields on Rm with monotone covariance functions

In this section, we compute the critical variance for centered, unit variance isotropic
processes restricted to a compact, convex set M . In particular, we prove the following
proposition, which shows that the exponential behaviour of Difff,M(u) for such processes
is determined solely by the conditional variance of the second derivative, given the field.

Proposition 5.4 Let f̂ be an isotropic process on Rm that induces the standard metric
on Rm satisfying Assumption 2.1 and let f = f̂|M be the restriction of f̂ to a compact,
convex set M with piecewise smooth boundary. If the covariance function

R(‖x‖) = Cov(f(x + t), f(t))

is monotone non-increasing, then the critical variance is attained locally and is given by

σ2
c (f) = Var

(
∂2f

∂t21
(0)

∣∣∣∣f(0)

)
.

Proof: Fix t ∈
◦

M . Similar computations to those in Section 5.2 show that

Var(f t(s)) =
1−R2(‖s− t‖)− Ṙ2(‖s− t‖)

(1−R(‖s− t‖))2
.

Because R is assumed monotone non-increasing, the arguments used in Lemma 5.3 imply
that

sup
s∈M\{t}

Var(f t(s)) = Var

(
∂2f

∂t21
(0)

∣∣∣∣f(0)

)
.
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We therefore turn to the boundary ∂M , assumed to be piecewise smooth.
Fix t ∈ ∂M and s 6= t. Let Xs

t be the unit vector in TtRm in the direction s− t. Since
M is convex, Xs

t ∈ StM and

Xs
t ‖ F̂ t(s) ∈ StM

so that PNxM F̂ t(s) = 0. Therefore,

Var(f t(s)) =
1−R2(‖s− t‖)− Ṙ2(‖s− t‖)

(1−R(‖s− t‖))2
.

We see that we do not incur any additional penalty for the local critical radius at the
boundary points if M is convex. Again, the arguments of Lemma 5.3 imply that

σ2
c (f, t) = Var

(
∂2f

∂t21
(0)

∣∣∣∣f(0)

)
.

The conclusion now follows. ¤
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