
MATHEMATICAL ENGINEERING
TECHNICAL REPORTS

Static Gain Feedback Control Synthesis with
General Frequency Domain Specifications

Tetsuya IWASAKI and Shinji HARA

(Communicated by Kazuo Murota)

METR 2003–37 November 2003

DEPARTMENT OF MATHEMATICAL INFORMATICS
GRADUATE SCHOOL OF INFORMATION SCIENCE AND TECHNOLOGY

THE UNIVERSITY OF TOKYO
BUNKYO-KU, TOKYO 113-8656, JAPAN

WWW page: http://www.i.u-tokyo.ac.jp/mi/mi-e.htm



The METR technical reports are published as a means to ensure timely dissemina-
tion of scholarly and technical work on a non-commercial basis. Copyright and all
rights therein are maintained by the authors or by other copyright holders, notwith-
standing that they have offered their works here electronically. It is understood that
all persons copying this information will adhere to the terms and constraints invoked
by each author’s copyright. These works may not be reposted without the explicit
permission of the copyright holder.



Static Gain Feedback Control Synthesis with
General Frequency Domain Specifications

T. Iwasaki∗ and S. Hara†
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Abstract

This paper considers a robust control synthesis problem for uncertain linear systems to meet design spec-
ifications given in terms of multiple frequency domain inequalities in (semi)finite ranges. In this paper, we
restrict our attention to static (gain feedback) controllers. We will develop a new multiplier method that al-
lows for reduction of synthesis conditions to linear matrix inequality problems. We study conditions under
which the reduction is exact (nonconservative) in the single-objective nominal setting. Although the multi-
plier method is conservative in the general setting of multi-objective robust control, numerical design examples
demonstrate the utility of the method for the state feedback case.

1 Introduction

Design specifications for practical control synthesis are often given in terms of frequency domain inequalities
(FDIs). Most state space approaches to such design problems rely on the Kalman-Yakubovich-Popov (KYP)
lemma [1], [2] that converts an FDI to a linear matrix inequality (LMI) which is numerically tractable. While
the standard KYP lemma characterizes FDIs in the entire frequency range, practical requirements are usually
described by multiple FDIs in (semi)finite ranges; e.g., small sensitivity in a low frequency range and control
roll-off in a high frequency range. Hence some sort of “adaptors,” such as the weighting functions, have been
used to fit the requirements into the KYP framework. However, the design iterations to search for the right
weighting functions can be tedious and time consuming, and the controller complexity (order) tends to increase
with the complexity of the weighting functions.

The objective of this paper is to develop a state space design theory that is capable of directly treating multiple
FDI specifications in various frequency ranges without introducing weighting functions. To our knowledge, this
problem has not been addressed in the literature. Our approach is based on the generalized Kalman-Yakubovich-
Popov (GKYP) lemma [3]–[5], recently developed by the authors, that provides an LMI characterization of FDIs
in (semi)finite frequency ranges. We will first give a dual version of the GKYP lemma which is more suitable
than the primal for feedback synthesis. A multiplier method is then developed to render the synthesis conditions
convex through a simple change of variable, in the static gain feedback setting. We discuss cases where the
multiplier method is nonconservative for the single-objective nominal design. The method is extended, with
some conservatism, for the multi-objective robust control synthesis for systems with polytopic uncertainties.
Design examples will demonstrate applicability of our results.
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We use the following notation. For a matrixM , its transpose, complex conjugate transpose, the Moore-
Penrose inverse, and the null space are denoted byM T, M∗, M†, andN (M), respectively. The Hermitian part of
a square matrixM is denoted byHe(M) := M +M ∗. For a Hermitian matrix,M > (≥)0 andM < (≤)0 denote
positive (semi)definiteness and negative (semi)definiteness. The symbolH n stands for the set ofn×n Hermitian
matrices. The subscriptn will be omitted ifn = 2. For matricesΦ andP , Φ⊗P means their Kronecker product.
ForG ∈ CI n×m andΠ ∈ Hn+m, a functionσ : CI n×m × Hn+m → Hm is defined by

σ(G, Π) :=

[
G
Im

]∗
Π

[
G
Im

]
.

Given a positive integerq, letZq be the set of positive integers up toq, i.e.,Zq := { 1, 2, . . . , q }.

2 Problem statement and formulation

2.1 Problem statement

Consider the plantG(λ) described by
 λx

z

y


 =


 A B1 B2

C1 D11 D12

C2 D21 0





 x

w

u


 (1)

with a static gain feedback controlu = Ky whereλ is the frequency variable (s for continuous-time andz for
discrete-time cases), andx(t) ∈ IRn, w(t) ∈ IRnw , u(t) ∈ IRnu , z(t) ∈ IRnz , andy(t) ∈ IRny . Denote by
G(λ) � K the closed-loop transfer function fromw to z. The control synthesis problem of our interest is, given
Π ∈ Hnw+nz andΦ, Ψ ∈ H, find a stabilizing feedback gainK such that

σ((G(λ) � K)∗, Π) < 0 ∀ λ ∈ Λ̄(ΦT, ΨT). (2)

where

Λ(Φ, Ψ) := { λ ∈ CI | σ(λ, Φ) = 0, σ(λ, Ψ) ≥ 0 } (3)

andΛ̄ := Λ if Λ is bounded and̄Λ := Λ ∪ {∞} if unbounded.
For clarity of exposition, we shall restrict our attention to this single-objective nominal control problem in the

main body of our theoretical developments. However, we will later discuss extensions to a more general problem
where there are multiple FDI constraints of the above form as well as some uncertainty in the plant model.

2.2 Problem formulation via a dual GKYP lemma

Consider a transfer function

G(λ) = C(λI − A)−1B + D, (4)

whereA ∈ CI n×n, D ∈ CI nz×nw . The GKYP lemma in [3] provides a characterization of the FDI:σ(G(λ), Π) < 0
for all λ ∈ Λ̄(Φ, Ψ). The following result provides a dual version of the GKYP lemma.

Theorem 1 Let Φ, Ψ ∈ H, Π ∈ Hnw+nz , andG(λ) in (4) be given and considerΛ(Φ T, ΨT) defined by (3).
SupposeΛ represents curves on the complex plane andA has no eigenvalues inΛ. The following statements are
equivalent.
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(i) σ(G(λ)∗, Π) < 0 holds for allλ ∈ Λ̄(ΦT, ΨT).

(ii) There existP = P ∗ andQ = Q∗ > 0 such that

N

[
Φ ⊗ P + Ψ ⊗ Q 0

0 Π

]
N ∗ < 0, N :=

[
M I

]
T, M :=

[
A B
C D

]
(5)

whereT is the permutation matrix such that

[ M1 M2 M3 M4 ]T = [ M1 M3 M2 M4 ] (6)

for arbitrary matricesM1, M2, M3, andM4 with column dimensionsn, nw, n, andnz, respectively.

Proof. Define

G∗(λ) := G(λ∗)∗ = B∗(λI − A∗)−1C∗ + D∗.

Noting that the identity

σ(λ, Φ) = σ(λ∗, ΦT)

holds for anyλ ∈ CI andΦ ∈ H, we see that

σ(G(λ)∗, Π) < 0 ∀λ ∈ Λ(ΦT, ΨT)
⇔ σ(G∗(λ∗), Π) < 0 ∀λ ∈ Λ(ΦT, ΨT)
⇔ σ(G∗(λ), Π) < 0 ∀λ∗ ∈ Λ(ΦT, ΨT)
⇔ σ(G∗(λ), Π) < 0 ∀λ ∈ Λ(Φ, Ψ).

From the result in [3], we readily obtain the result.

With the result of Theorem 1, and ignoring the stability requirement for the moment, a synthesis problem
may be formulated as the search for the parametersQ > 0, P , andK satisfying (5) withM defined to be the
state space matrices ofG(λ) � K as follows:

M := A + BKC (7)

=

[
A B1

C1 D11

]
+

[
B2

D12

]
K

[
C2 D21

]
.

The resulting condition is not convex due to the product terms between the parametersP , Q, andK. In the
next section, we shall develop a multiplier method to re-parametrize the condition so that the problem becomes
convex. Throughout the paper, we will assume thatC has full row rank without loss of generality.

3 Synthesis with nullspace filling multiplier

3.1 Basic idea

By the Finsler’s theorem [6], condition (5) is equivalent to the existence of a multiplierW such that

T

[
Φ ⊗ P + Ψ ⊗ Q 0

0 Π

]
T ∗ < He

[
−I

M

]
W . (8)
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Note that (5) holds if and only if the left hand side (LHS) of (8) is negative definite on the range space of[M I ] ∗.
The role of the multiplierW is to fill the orthogonal subspace, the nullspace of[ M I ], so that the LHS with this
modification becomes negative definite as in (8). The synthesis problem now is to computeQ > 0, P , W andK
satisfying condition (8). This is still a nonconvex problem due to the product term betweenK andW .

To make the problem tractable, we shall restrict the class of multipliersW to be

W(C, R) := { C †WR + (I − C†C)V | W ∈ CI ny×ny , det(W ) 
= 0, V ∈ CI (n+nw)×(2n+nw+nz ) } (9)

whereR ∈ CI ny×(2n+nw+nz) is a matrix to be specified later. In this case, the product term can be made linear in
terms of the new variableK := KW as follows:

MW = (A + BKC)(C†WR + (I − C†C)V ) = AW + BKR.

Thus, the synthesis equation (8) becomes an LMI in terms of the parametersQ, P , W , andK. Moreover, the
above change of variable is invertible and the feedback gain can be found byK = KW −1.

We now turn our attention to the choice ofR. We would like to specifyR so that the restrictionW ∈ W(C, R)
can be made without introducing conservatism. The following theorem gives a characterization of suchR and
summarizes the synthesis LMI.

Theorem 2 Let R ∈ CI ny×(2n+nw+nz ), Φ, Ψ ∈ H, Π ∈ Hnw+nz , P, Q ∈ Hn, and the system in (1) be given.
The following statements are equivalent.

(i) There exist a feedback gainK and a real scalarµ > 0 such that conditions (5) and

S(TXT ∗ − µR∗R)S∗ < 0 (10)

S :=

[
M I

C 0

]
, X :=

[
Φ ⊗ P + Ψ ⊗ Q 0

0 Π

]

are satisfied whereM is defined in (7).

(ii) There exist matricesW ∈ W(C, R), andK such that

T

[
Φ ⊗ P + Ψ ⊗ Q 0

0 Π

]
T ∗ < He

[
−W

AW + BKR

]
.

If (ii) holds, a gain in (i) can be given byK := KW −1.

Proof. Consider (8) withW ∈ W(C, R). By the projection lemma, there existsV satisfying this condition if and
only if

STX(ST )∗ < He JWRS∗, J :=

[
0
−I

]
,

where we noted that the null space ofS is equal to the range space of[
−I
M

]
(I − C†C).

Again by the projection lemma, there existsW satisfying the above inequality if and only if two conditions

N (J∗)∗(ST )X(ST)∗N (J∗) < 0, N (RS∗)∗(ST )X(ST)∗N (RS∗) < 0
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hold. The first condition is directly equivalent to (5) and the second condition is equivalent, through the Finsler’s
theorem, to the existence of a scalarµ such that

(ST )X(ST )∗ < µ(RS∗)∗(RS∗)

which is exactly the same as (10).

The nullspace filling multiplier introduced above may be considered as a generalization of the multipliers
developed by de Oliveira, Bernussou, Geromel, and others, for robust stability analysis of systems with polytopic
uncertainties [7]–[12]. The main advantage of this type of formulation is that there is no product term between
the system parameters(A,B, C) and the “Lyapunov” parameters(P, Q). An implication is that one can easily
obtain vertex-type results for robust control analysis as well as synthesis. Moreover, the formulation is also useful
for multi-objective control as we discuss later.

The condition in statement (ii) of Theorem 2 is given in terms of LMIs and hence can be numerically solved
by semidefinite programming. Here, we note that the nonsingularity constraint onW ∈ W(C, R) can be ignored
when solving the LMIs because a perturbation argument applies due to the strictness of the LMI.

We see that statement (ii) gives asufficient condition for existence ofK satisfying (5), regardless of the choice
of R. Moreover, the condition is alsonecessary if R is chosen to satisfy (10). It can be verified that a particular
choice:

R = C
[

I −M∗
]
,

satisfies (10) for a sufficiently largeµ > 0, providedP , Q, andK solve (5). This means that an appropriate
R exists whenever the original synthesis problem is feasible. However, the above choice ofR is not practical
because it depends on the unknown controller parameter. It would be useful if we could specifyR that satisfies
(10) for arbitrary choices of Q > 0, P , andK. This may not always be possible, but can be done for certain
cases as shown in the next section.

3.2 Specific cases for exact synthesis

We shall specialize Theorem 2 for some specific cases ofC and give particular choices ofR that lead to LMI
synthesis conditions which are nonconservative. To this end, let us introduce the following:

Assumption 1

(a) Λ represents curves on the complex plane, andΨ is active inΛ in the sense thatΛ(Φ T, ΨT) 
= Λ(ΦT, 0).

(b) At leastnz eigenvalues ofΠ are negative.

The first part of Item (a) is a natural condition within the framework of our control specifications expressed in
terms of restricted frequency inequalities. The second part means that the frequency rangeΛ is not the entirejω
axis nor the unit circle, but a partial segment (or segments) of it. (See [4] for details.) Item (b) is a necessary
condition for feasibility of the control synthesis problem and hence can be imposed without loss of generality.

Corollary 1 (Full Information) Let Φ, Ψ ∈ H, Π ∈ Hnw+nz , P, Q ∈ Hn, and the system in (1) be given.
SupposeQ > 0 and Assumption 1 hold, and consider the full information case

C =
[

C2 D21

]
= I.

Then there exists a feedback gainK satisfying (5) if and only if statement (ii) in Theorem 2 holds, providedR is
chosen as follows. LetN ∈ CI (2n+nw+nz )×(n+nz ) be a full column rank matrix such thatN ∗XN < 0 for all P
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andQ > 0. Then defineR to be a full row rank matrix withny rows such thatRTN = 0. In particular, one such
N is given by

N =

[
N1 0
0 N2

]
, N1 =

[
pIn

qIn

]
, N ∗

2 ΠN2 < 0

wherer := [ p q ]∗ ∈ CI 2 is such thatr∗Φr = 0 andr∗Ψr < 0, and the column dimension ofN2 is nz. Existence
of suchr andN2 is guaranteed by Assumption 1.

Proof. In the full information case (C = I), the matrixS is nonsingular and hence condition (10) becomes
TXT ∗ < µR∗R, or equivalently,X < µ(RT )∗(RT ). There existsµ satisfying this inequality if and only if
N ∗XN < 0 whereN is the null space ofRT . Finally, to verify that the givenN satisfiesN ∗XN < 0, it suffices
to note that[

pI
qI

]∗
(Φ⊗ P + Ψ ⊗ Q)

[
pI
qI

]
= (r∗Φr)P + (r∗Ψr)Q < 0

holds for anyP andQ = Q∗ > 0.

Corollary 1 gives an exact solution to the full information synthesis problem with an FDI in a bounded
frequency range. If the FDI specification is given for the entire frequency range (i.e., the second condition in
Assumption 1(a) is violated), Corollary 1 can be modified as follows. First note that the parameterQ can be
set to zero without loss of generality, and the parameterP may be required to be positive definite to enforce a
stability constraint. We can then specify an appropriateR by choosingr so thatr ∗Φr is negative and modifying
N accordingly.

Corollary 2 (State Feedback) Let Φ, Ψ ∈ H, Π ∈ Hnw+nz , P, Q ∈ Hn, and the system in (1) be given.
SupposeQ > 0 and Assumption 1 hold, and consider the state feedback case[

C2 D21

]
=

[
In 0

]
. (11)

Suppose further that:

Φ11 = 0, Ψ11 < 0, σ(D∗
11, Π) < 0. (12)

Then there exists a feedback gainK satisfying (5) if and only if statement (ii) in Theorem 2 holds, provided we
choose

R :=
[

0n 0 In 0
]

whereR is partitioned so that the numbers of columns aren, nw, n, andnz from left to right.

Proof. Note that the null space ofRS ∗ is given by[ 0 In+nz ]∗. Hence there existsµ satisfying (10) if and only
if the lower right(n + nz)× (n + nz) block matrix of(ST )X(ST )∗ is negative definite. It can be verified using
the Schur complement that this condition is satisfied if and only if

Φ11P + Ψ11Q < 0, σ(D∗, Π) < 0.

The result now follows from Theorem 2.

The conditions in (12) are satisfied when the control specifications are given in terms of a continuous-time
(Φ11 = 0), bounded frequency (Ψ11 < 0) inequality condition that holds at infinite frequency (σ(D ∗, Π) < 0).
The last condition is met if, for instance,D11 = 0 and the origin is included in the feasible domain defined by
the set ofG such thatσ(G∗, Π) < 0.
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3.3 Heuristics for general state feedback synthesis

In this section, we will consider the general state feedback case and develop some potentially conservative but
reasonable choices forR. First note that, for the state feedback case where (11) holds, condition (10) is equivalent
to

So(TXT ∗ − µR∗R)S∗
o < 0, So :=


 In 0 0 0

0 B1 In 0
0 D11 0 Inz




becauseS∗ andS∗
o share the same range space. LetL be the null space ofRS ∗

o and partition it as follows:

N (RS∗
o) = L =

[
L∗

1 L∗
2 L∗

3

]∗
,

where the row dimensions ofL1, L2, andL3 aren, n, andnz , respectively, and the column dimension is greater
than or equal ton + nz. Then condition (10) can be written as[

L1

L2

]∗
(Φ ⊗ P + Ψ ⊗ Q)

[
L1

L2

]
+

[
L2

L3

]∗ [
B1 0
D11 I

]
Π

[
B1 0
D11 I

]∗ [
L2

L3

]
< 0. (13)

If we can choose a full column-rank matrixL satisfying this condition,R can always be found so thatN (RS ∗
o) =

L, and for suchR there existsµ such that (10) holds.
However, as noted above, it is difficult in general to findL such that the condition holds for allP andQ > 0.

A heuristic, but reasonable choice ofL may be given by

L =


 L11 0

L21 L22

0 L32


 ,

L11 ∈ CI n×n, L22 ∈ CI n×nz ,
L21 ∈ CI n×n, L32 ∈ CI nz×nz ,

where the submatrices ofL are chosen to satisfy[
L11

L21

]∗
(Φ⊗ P + Ψ ⊗ Q)

[
L11

L21

]
< 0,

[
L22

L32

]∗ [
B1 0
D11 I

]
Π

[
B1 0
D11 I

]∗ [
L22

L32

]
< 0

for all P andQ > 0. We claim that this is “reasonable” because the the upper leftn × n and lower right
nz × nz block matrices of the left hand side of (13) are both negative definite, which are necessary conditions for
existence ofµ satisfying (10). Although these are not sufficient in general, this approach allows us to chooseL
that is independent ofP andQ.

To be specific, let us impose Assumption 1. Then we can choose[
L11

L21

]
=

[
pI
qI

]
, r :=

[
p
q

]
,

r∗Φr = 0,
r∗Ψr < 0,

(14)

so that the first inequality is satisfied for anyP andQ > 0. The matricesL 22 andL32 satisfying the second
inequality exist asΠ hasnz negative eigenvalues, providedB1 has full column rank. In particular, let̃L22 and
L̃32 be such that[

L̃22

L̃32

]∗
Π

[
L̃22

L̃32

]
< 0,

L̃22 ∈ CI nw×nz ,

L̃32 ∈ CI nz×nz .

Then we have

L22 := (B†
1)

∗(L̃22 − D∗
11L̃32), L32 := L̃32. (15)
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To computeR, first determineL through (14) and (15). Then findR from the null space ofL ∗. We now have a
systematic method for determining a reasonableR.

As an example, consider the case of continuous-time, small gain condition in the low frequency range. In this
case,L and the correspondingR can be chosen as

L =


 In 0

0 −(D11B
†
1)

∗

0 Inz


 , R =

[
0 0 In (D11B

†
1)

∗
]
. (16)

For the continuous-time, small gain condition in the high frequency range, we have

L =


 0 0

In −(D11B
†
1)

∗

0 Inz


 , R =

[
In 0 0 0

]
. (17)

We will later illustrate applicability of the heuristic choices ofR presented here through numerical design exam-
ples.

4 Extensions

4.1 Multi-objective, robust control

We consider the following problem: FindK such that

σ((Gk(λ) � K)∗, Πk) < 0 ∀ λ ∈ Λ̄(ΦT
k, Ψ

T
k) (18)

holds for allk ∈ Zq where eachGk(λ) is a given plant, and(Φk, Ψk, Πk) defines a frequency domain specifica-
tion to be achieved for the closed-loop systemG k(λ) � K. The plantGk(λ) may represent a vertex of a set of
uncertain systems for robust control, or a plant with a selected disturbance-performance (i.e.,w-z) channel for
multi-objective control. The following result can be obtained from Theorem 2 in a straightforward manner, and
hence its proof is omitted.

Corollary 3 Let Rk ∈ CI ny×(2n+nw+nz ), Φk, Ψk ∈ H, Πk ∈ Hnw+nz , and systemsGk(λ) as in (1) be given
wherek ∈ Zq. There exists a static feedback gainK such that the frequency domain specifications (18) are
satisfied for allk ∈ Zq if there exist scalarsαk > 0 and matricesPk = P ∗

k , Qk = Q∗
k > 0, Wk ∈ W(Ck, Rk),

andK such that allWk have a commonW and

Tk

[
Φk ⊗ Pk + Ψk ⊗ Qk 0

0 αkΠk

]
T ∗

k < He

[
−Wk

AkWk + BkKRk

]
(19)

holds for allk ∈ Zq, whereTk and(Ak,Bk, Ck) are defined as in (6) and (7) using the input/state/output dimen-
sions and the state space matrices ofGk(λ). In this case, one such gain is given byK := KW −1.

Corollary 3 gives a sufficient condition for the existence of static feedback gain that achieves the multiple FDI
specifications in (18). The condition is given in terms of LMIs and can be solved numerically. The associated
degree of conservatism is dependent upon the choices ofR k. In the full information or state feedback case, some
reasonable choices have been proposed in the previous section. It should be noted that this formulation does not
assume common “Lyapunov matrices” (P, Q) as in the quadratic stability literature [13] or in the more recent
multi-objective control [14], [15], but rather, (P, Q) can be interpreted as “parameter-dependent” as discussed
in [7]–[9], [16]. Thus we expect reduced conservatism when compared with these existing techniques for multi-
objective robust control. It should be emphasized, however, that the main contribution of this paper is not the
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conservatism reduction but the synthesis method to meet FDI specifications in (semi)finite frequency ranges,
which have not been addressed in the literature.

The above formulation naturally captures the multi-objective control in the sense that the control gainK is
designed so that each specification defined by(Φk, Ψk, Πk) is met for the corresponding plantGk(λ). However,
the formulation is not suitable for robust control synthesis in its present form. To elaborate on this point, letI
be a subset of indicesZq corresponding to a robust performance specification(Φo, Ψo, Πo) to be satisfied by a
family of plants defined by the convex hull of the state space matrices ofG k(λ) with k ∈ I. In this case, we have
(Φk, Ψk, Πk) = (Φo, Ψo, Πo), Tk = To, andRk = Ro for all k ∈ I. We shall assume that the family of plants
share a common measured output signal, i.e.,Ck = Co for all k ∈ I. The sufficient condition in Corollary 3
guarantees the performance(Φo, Ψo, Πo) for each vertex plantGk(λ), but not for every plants in the convex hull.
This deficiency can be overcome, with some additional conservatism, by using a commonW o = Wk for all
k ∈ I (see the example in Section 5 for a relaxed version of this idea). In this case, every coefficients ofA k

andBk for k ∈ I become independent ofk, allowing for an arbitrary convex combination of (19) to be taken to
conclude the robust performance.

4.2 Regional pole constraints

The design specifications in (18) encompass frequency domain shaping of closed-loop transfer functions. How-
ever, the closed-loop stability has not been captured, and hence one may wish to include a stability constraint,
or more generally, regional pole constraints, as an additional design specification. The following lemma gives
a basic result for an eigenvalue characterization. The result has appeared earlier [17], [18] but a simple proof is
given here for completeness.

Lemma 1 Let A ∈ CI n×n andΦ ∈ H be given. Supposedet(Φ) < 0. Then the following statements are
equivalent.

(i) Each eigenvalueλ of A satisfiesσ(λ, Φ) < 0.

(ii) There existsP = P ∗ > 0 such thatσ(A, Φ⊗ P ) < 0.

Proof. Suppose (ii) holds. Letλ be an eigenvalue ofA with the corresponding eigenvectore. Then

e∗σ(A, Φ⊗ P )e = σ(λ, Φ)(e∗Pe) < 0.

SinceP > 0, we conclude that (i) holds. To show the converse, suppose (i) holds. Sincedet(Φ) < 0, there exists
a nonsingular matrixM such that

Φ = M∗
[

0 1
1 0

]
M, M :=

[
a b
c d

]
. (20)

It can be shown thatdet(M) 
= 0 anddet(λI−A) 
= 0 for anyλ such thatσ(λ, Φ) 
= 0 imply det(dI +cA) 
= 0.
Define

Ao := (bI + aA)(dI + cA)−1

and letλo be an eigenvalue ofAo. Then it can be verified thatcλo 
= a holds andλ := (b− λod)/(cλo − a) is
an eigenvalue ofA. Hence

σ(λ, Φ) =
∣∣∣∣det(M)
cλo − a

∣∣∣∣
2

(λo + λ∗
o) < 0,

9



implying thatAo is Hurwitz. It then follows that there existsP = P ∗ > 0 satisfying

0 > (dI + cA)∗(PAo + A∗
oP )(dI + cA) = σ(A, Φ⊗ P ).

Thus we have (ii).

Corollary 4 Let A ∈ CI n×n andΦ ∈ H be given. Supposedet(Φ) < 0. Then the following are equivalent.

(i) Each eigenvalueλ of A satisfiesσ(λ, ΦT) < 0.

(ii) There existsP = P ∗ > 0 such thatσ(A∗, Φ⊗ P ) < 0.

(iii) There existW andP = P ∗ > 0 such that

Φ ⊗ P < He

[
−I
A

]
W

[
−qI pI

]

wherer := [ p q ]∗ ∈ CI 2 is an arbitrary fixed vector satisfyingr ∗Φr < 0.

Proof. The equivalence (i)⇔ (ii) simply follows from Lemma 1 using the identityσ(λ ∗, Φ) = σ(λ, ΦT). The
equivalence (ii)⇔ (iii) follows from the projection lemma.

The condition in (iii) can be used to give additional constraints in the design equations discussed in the
previous sections. In particular, we replaceA with the closed-loop matrixA + B 2K in the state feedback case,
and introduce the change of variableK := KW . As a result, we add the following constraint to the design:

Φ ⊗ P < He

[
−W

AW + B2K

] [
−qI pI

]

Clearly, multiple inequalities of the same form can be added to enforce (robust) regional pole constraints ex-
pressed as the intersection of half planes and circles. In this case, as in Corollary 3, differentΦ, A, B 2, andP
may be used for each inequality butW andK have to be common for all inequality constraints.

5 Design examples

5.1 Disturbance attenuation problem

We consider the classical ACC benchmark problem of cart-spring system. The plant is described by

ẋ = Ax + B1w + B2u, z = Cx,

A :=




0 0 1 0
0 0 0 1

−k k 0 0
k −k 0 0


 , B1 :=




0
0
0
1


 , B2 :=




0
0
1
0


 , C :=

[
0 1 0 0

]
.

wherek = 1 is the spring constant and the unit mass is assumed for each cart. Our objective is to design a
stabilizing state feedback controlleru = Kx such that

|Tzw(jω)| < γ, ∀ |ω| ≤ ��

10



|Tuw(jω)| < ρ, ∀ |ω| ≥ �h

hold, whereTzw andTuw are the closed-loop transfer functions fromw to z andu, respectively,γ andρ are the
performance bounds, and�� and�h are the cut-off frequencies in the low/high ranges. From Corollary 4 and
Theorem 2, the synthesis conditions are given by[

0 Ps

Ps 0

]
< He

[
−W

AW + BK

] [
I I

]
(21)




−Q� 0 P� 0
0 α 0 0
P� 0 �2

�Q� 0
0 0 0 −αγ2


 < He




−I 0 0
0 −1 0
A B1 B2

C 0 0





 WR�

V�

KR�


 (22)




Qh 0 Ph 0
0 β 0 0
P� 0 −�2

hQh 0
0 0 0 −βρ2


 < He




−I 0 0
0 −1 0
A B1 B2

0 0 1





 WRh

Vh

KRh


 (23)

whereW , K, Ps = P ∗
s > 0, P� = P ∗

� , Q� = Q∗
� > 0, V�, Ph = P ∗

h , Qh = Q∗
h > 0, Vh, andα, β > 0 are the

(real) variables andR� andRh are given byR in (16) and (17), respectively. If these equations admit a solution,
a feasible state feedback gain is given byK = KW −1.

We fixed the values��, �h, andγ as

�� = 2, �h = 3, γ = 2,

and then minimizedρ. The optimal value ofρ and the corresponding feedback gainK are found to be

ρmin = 0.52,

K =
[
−1.4414 0.0802 −1.7213 −0.8622

]
.

The resulting closed-loop transfer functions are shown in Fig 1 where the shaded regions indicate the bounds on
the gain of the transfer functions. We see that the upper bounds are relatively tight, showing that the associated
conservatism is not significant.

For the sake of illustration, we have changed the frequency interval of the constraint|T zw| < γ from �� = 2
to �� = 1. By this change, the natural frequency of the cart-spring system (

√
2 [rad/s]) is now outside of the

frequency range. All the other parameters are fixed as before and the feasibility problem is solved. The resulting
design is shown in Figs. 3 and 4. We see that the large peak in|T zw| is now allowed and the time response is lightly
damped. If we minimizeρ, then it can get as low as0.27 at the expense of a larger peak value‖T zw‖∞ = 6.8.

The results shown in Figs. 1 and 2 are compared with a mixedH 2/H∞ multi-objective design [14]. In
particular, the conditions

‖Tzw‖∞ < γ, ‖Tuw‖2 < ρ

can be conservatively reduced to the search for matricesX = X T andK satisfying
 He(AX + B2K) XC∗ B1

CX −γI 0
B∗

1 0 −γI


 < 0,

11
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Figure 1: Transfer functions (Nominal design)
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Figure 2: Impulse responses (Nominal design)
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Figure 3: Transfer functions (Nominal bad design)
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Figure 4: Impulse responses (Nominal bad design)

He(AX + B2K) + B1B
∗
1 < 0,

[
ρ2 K
K∗ X

]
> 0.

Once these LMIs are solved forX andK, a state feedback gain is found byK = KX −1.
We have fixed the value ofγ to be the same as that in our design, i.e.,γ = 2, and then minimizedρ. This

problem is meant to find the minimum energy control that achieves the same regulation performance as before.
As a result, we obtainedρmin = 2.00 and

K =
[
−2.8835 0.3727 −2.4005 −2.7767

]
.

The corresponding closed-loop responses are shown in Figs. 5 and 6. We remark two things. First, the bound
on theH∞ norm of the transfer functionTzw is not very tight and the gap between theH∞ norm bound and the
actual norm shows the degree of conservatism for this design. Second, the transfer functionT uw does not roll off
as much as in the previous design so that the peak value of|u(t)| is three times larger, showing a limitation of the
H2 norm as a measure for the “control effort.”

Next we consider the case where the spring constantk is uncertain but is known to lie in the interval[1, 2].
In this case, we will have the synthesis equations (21)-(23) fork = 1, and in addition, copies of these equations
for k = 2 where the variablesW andK are common but the others are not (e.g., we have two differentPh’s for
k = 1 andk = 2). Minimizing γ subject to these 6 LMIs and computing the gain byK = KW −1, we have

�� = 2, �h = 4, ρ = 0.5, γ = 2.66,

12



K =
[
−2.6736 0.8938 −2.2190 −1.1612

]
.

The resulting closed-loop responses shown in Figs. 7 and 8, where the two solid curves in each figure show
responses for casesk = 1 and2, and similarly for the dashed curves. We see that conservatism is still moderate
even for this robust design, suggesting a potential for practical applications.
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Figure 5: Transfer functions (H2/H∞ design)
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Figure 6: Impulse responses (H2/H∞ design)
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Figure 7: Transfer functions (Robust design)
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Figure 8: Impulse Responses (Robust design)

5.2 Sensitivity reduction problem

We consider the same cart-spring system as before but design state feedback controllers to achieve small sensi-
tivity and complementary sensitivity within certain frequency ranges. In particular, our objective is to design a
stabilizing state feedback controlleru = Kx such that∣∣∣∣ 1

1 − KP

∣∣∣∣ < γ, ∀ |ω| ≤ ��

∣∣∣∣ KP

1 − KP

∣∣∣∣ < ρ, ∀ |ω| ≥ �h

whereP (s) := (sI − A)−1B is the plant transfer function fromu to x with B defined byB := B2. From
Corollary 4 and Theorem 2, the synthesis condition is given by ahoaho[

0 Ps

Ps 0

]
< He

[
−W

AW + BK

] [
I I

]
(24)
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


−Q� 0 P� 0
0 α 0 0

P� 0 �2
�Q� 0

0 0 0 −αγ2


 < He




−I 0 0
0 −1 0
A B B
0 1 1





 WR�

V�

KR�


 (25)




Qh 0 Ph 0
0 β 0 0

P� 0 −�2
hQh 0

0 0 0 −βρ2


 < He




−I 0 0
0 −1 0
A B B

0 0 1





 WRh

Vh

KRh


 (26)

whereW , K, Ps = P ∗
s > 0, P� = P ∗

� , Q� = Q∗
� > 0, V�, Ph = P ∗

h , Qh = Q∗
h > 0, Vh, α, β > 0 are the

(real) variables andR� andRh are given byR in (16) and (17), respectively. If these equations admit a solution,
a feasible state feedback gain is given byK = KW −1.

We fixed the values��, �h, andρ, and then minimizedγ, and the parameter values are

�� = 1, �h = 3, ρ = 0.5, γmin = 0.61.

The feedback gain is found to be

K =
[
−0.1079 0.5825 0.9212 0.0845

]
.

and the resulting sensitivity functions are shown in Fig 9. We see that the upper bounds on the sensitivity functions
are tight, showing that the associated conservatism is not significant.

Next we consider the case where the spring constantk is uncertain but is known to lie in the interval[1, 2].
In this case, we will have the synthesis equations (24)-(26) fork = 1, and in addition, copies of these equations
for k = 2 where the variablesW andK are common but the others are not (e.g., we have two differentPh’s for
k = 1 andk = 2). Solving these 6 LMIs to minimizeγ, and computing the gain byK = KW −1, we have

γmin = 0.78, K =
[

0.6299 20.0484 34.0517 17.6313
]

and the resulting sensitivity functions shown in Fig. 10.
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Figure 9: Sensitivity functions (Nominal design)
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Figure 10: Sensitivity functions (Robust design)

Finally, we replace the stability requirement by a regional pole constraint. In the original nominal design, the
closed-loop eigenvalues are

14



Poles Damping Frequency [rad/s]
-0.207± 1.51i 0.136 1.52
-0.00867 1.000 0.00867
-0.747 1.000 0.747

and we see that the system is lightly damped. The damping ratio can be increased by imposing a regional pole
constraint. Although it is possible to set an exact bound on the damping ratio by two straight lines in the complex
plane, we choose to use an approximation for simplicity. In particular, we require the closed-loop poles to lie in
the circle with center at−c and radiusr. Then the first synthesis equation (24) is replaced by[

Ps cPs

cPs (c2 − r2)Ps

]
< He

[
−W

AW + BK

] [
I cI

]
. (27)

Choosingc = 4, r = 3.9, and

�� = 1, �h = 3, ρ = 0.7,

we have found

γmin = 0.68, K =
[
−1.1494 0.9067 −1.8851 −0.1226

]
with the closed-loop poles

Poles Damping Frequency [rad/s]
-0.502± 1.38i 0.342 1.47
-0.725 1.000 0.725
-0.156 1.000 0.156

as illustrated in Fig. 11 and the sensitivity functions shown in Fig. 12.
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Figure 11: Closed-loop poles (Nominal design
with pole constraint)
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Figure 12: Sensitivity functions (Nominal design
with pole constraint)
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6 Conclusion

We have developed methods for synthesizing static feedback controllers to achieve, for a family of plants, multiple
FDI specifications in (semi)finite frequency ranges. Sufficient conditions for existence of feasible controllers are
given in terms of LMIs, and some special cases, where the conditions become also necessary, are discussed.
Utility of our result for the general state feedback design is demonstrated through numerical examples.
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