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1 Introduction

In electrophysiological experiments using animals performing a work-
ing memory task, stimulus-specific persistent activity is observed in
various brain areas such as the prefrontal cortex (PFC) [11, 13, 23],
the inferior temporal cortex (ITC) [3, 22, 24, 25], and the posterior
parietal cortex [5]. The observations that the PFC seems to contain
especially many memory cells [28] and the results of brain imaging
studies [7] indicate that PFC plays a preeminent role in holding infor-
mation in memory. On the other hand, there exist also evidences that
performance in working memory tasks depends on activity in cortical
regions other than the PFC, such as the ITC [12] and the parietal
cortex [26]. Thus, it is important to explore the effects of interaction
between the PFC and the other regions that underlies memory-related
neuronal dynamics as discussed in Wang [28].

A number of theoretical studies have shown that the neural activity
can be sustained in the absence of external input stimuli by several
possible ways such as the mutual excitation among neurons [1, 2, 4],
bistable membrane dynamics of single neurons [14, 20], and succes-
sive feedfoward neural connections of ‘synfire chain’ type [8, 15, 16].
(See [10, 28] for a review.) The modeling studies by Camperi and
Wang [2] and Compte and Brunel [4] have reproduced the visuospatial
delayed response experiment [11] by the model network with spatially
homogeneous interconnections. They have also examined the robust-
ness of the memory of the cue stimulus against the intervening stimu-
lus during a delay period (distractor). However, most of such modeling
studies have been concerned with the activity in a localized network
such as in the PFC, and the mnemonic neural dynamics induced by
the interplay between the cortical areas has not been sufficiently un-
derstood.

Miller and colleagues recorded from PFC and ITC neurons of the
monkeys during a delayed matching-to-sample (DMS) task [22—25].
In their experiments, a sequence of visual test stimuli were used in
each trial. The first stimulus was the sample, which was followed by
one or more test stimuli. The final test stimulus is the matching stim-
ulus that is the same as the sample. The animals were required to
ignore the intervening (nonmatching) stimuli between the first and
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final stimuli that differ from the sample and to respond only to the
matching stimulus. The high levels of activation during delay period
(delay activity) in PFC were compared with that in ITC [23,25]. The
results demonstrate that the sample-selective delay activity in PFC is
preserved throughout the trial but that in ITC is disrupted after the
intervening stimulus presentations.

There exist several kinds of neurons in both PFC and ITC observed
in the DMS task based on the classifications, such as whether the re-
sponse during the stimulus presentation is stimulus-selective or the
delay activity is sample-selective [23,25]. Miller et al. [23] investigated
whether such response properties can occur together in the same neu-
rons in PFC and found the tendency that cells with stimulus-selective
responses also show sample-selective delay activity. The same tendency
is also observed in ITC cells [3].

Miller et al. [25] analyzed data of the delay activity after the inter-
vening stimulus in ITC neurons and pointed out the possibility that
the information about the immediately preceding stimulus is included
in the activity level of the ITC neurons, which implies that some ITC
neurons can show delay activity correlated with the preceding inter-
vening stimulus. However, the experiment of Chelazzi et al. [3] clearly
shows that the ITC neurons with stimulus-selective responses do not
have delay activity following the stimulus that has no behavioral rele-
vance, such as the intervening stimulus in the DMS task. Although the
behavior of the ITC cells in the delay period is not clear as discussed
in Miller et al. [23], we hypothesize based on these observations that
some proportion of ITC neurons with stimulus-selective responses can
show sample-selective delay activity following the sample stimulus, but
have no delay activity following the intervening stimuli.

This paper aims to present a two-layer neural network model con-
sisting of higher and lower layers that model PFC and ITC cells and
to examine the possible effects of interaction between the two cortical
areas on the neuronal dynamics in the DMS task. We examine how
the delay activity of neurons that have stimulus-selective responses is
modulated by the intervening stimulus presentations. In particular, we
show that the model network can qualitatively reproduce the following
properties of such neurons. 1) In the PFC, sample-selective delay ac-
tivity is preserved throughout the trial. 2) In the ITC, sample-selective
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delay activity is shown after the sample, but delay activity does not
occur after the intervening stimuli. The mechanism of pattern dynam-
ics underlying responses to the intervening stimulus presentations is
explored by applying the results of the theoretical analysis [1, 18] to
the model.

2 Neural network model

We consider the two groups of neurons with stimulus-selective re-
sponses that constitutes the PFC and ITC as shown in Fig. 1(a).
We make the following two assumptions with respect to the neural
connections among neurons in the two cortical areas:

Assumption I : Every two neurons constituting the same cortical area
are connected via excitatory interconnections if the information en-
coded by firing of the neurons are sufficiently similar, and via in-
hibitory interconnections otherwise.

Assumption II : Every two neurons that belong to the different cortical
areas are connected via excitatory interconnections only if information
encoded by firing of the neurons are sufficiently similar.

Note that the assumptions of the existence of excitatory and in-
hibitory interconnections between neurons encoding similar and dis-
similar information matches the Hebbian covariance rule about synap-
tic plasticity [6,17, 27].

Now we construct a neural network model by describing the above
two assumptions mathematically. As shown in Fig. 1(b), we rearrange
each group of neurons in Fig. 1(a) in line such that the neurons en-
coding similar information are located at nearby positions. The x-axis
is set in the direction parallel to the lines of neurons. We refer to the
layers corresponding to the PFC and ITC neurons in Fig. 1(b) as layer
H (the higher layer) and layer L (the lower layer), respectively.

Let us assume that the neurons are densely distributed in each layer
in Fig. 1(b). Then, by taking a continuum limit, the dynamics of cells
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in each layer can be described as follows:

τI
∂uI(x, t)

∂t
=− uI(x, t) +

Z l

−l
wI(x− y)f [uI(y, t)]dy

+
Z l

−l
wIJ(x− y)f [uJ(y, t)]dy + SI(x, t)− TI , (1)

(I, J) = (H,L) or (L,H), (2)

where H and L denote the indexes for layer H and layer L; uI(x, t)
is the average membrane potential of neurons at position x in layer I
at time t; f(u) is the output function that determines the firing rate
of neurons dependent on the membrane potential; wI(x − y) is the
function for the intralayer connectivity that represents the intensity
of connections from neurons at position y in layer I to ones at position
x in layer I; wIJ(x− y) is the function for the interlayer connectivity
that represents the intensity of connections from neurons at position
y in layer J to ones at position x in layer I; τI is the time constant for
neurons in layer I; SI(x, t) is the external inputs applied to neurons at
position x in layer I at time t; and −TI (TI > 0) is the resting potential
of neurons in layer I. The second term in the right-hand side of Eq. (1)
describes the synaptic inputs from neurons in the same layer and the
third term represents those from neurons in the different layer. For the
sake of simplicity, f(u) is assumed to be the step-function satisfying
f(u) = 1 for u > 0 and f(u) = 0 for u ≤ 0. Since a neuron fires at
a constant firing rate only when its membrane potential is above the
threshold, we define {x|uI(x) > 0} to be the excited region in layer
I. We refer to the state where the excited region is a finite interval
(x1, x2) as the local excitation with the length of x2 − x1.

Since the arrangement of neurons in each layer reflects the analogy of
encoded information, Assumptions I and II can be simply described
as the following equations by using the parameters for connectivity
Kexc

I , Kinh
I (Kexc

I > Kinh
I ), KIJ , σI , and σIJ :

wI(x) = K
exc
I exp[−x2/(2σ2

I )]−Kinh
I , (3)

wIJ(x) = KIJ exp[−x2/(2σ2
IJ)]. (4)

We can consider that the test stimuli used in the DMS task is applied
to layer L corresponding to the ITC, the lower cortical area than the
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PFC. Thus, this input stimuli is modeled as follows:

SL(x, t) =

⎧⎪⎨⎪⎩As exp[−(x− xk
s)

2/(2σ2
s)], if t ∈ [tks , tks +∆Ts] (k = 1, ..., Ns),

0, otherwise,

(5)

where Ns is the number of the test stimuli presented in a trial; As

and σs are the intensity and the width of each input stimulus; x
k
s is

the center position of the kth stimulus; tks is the time of onset of the
kth stimulus; and ∆Ts is the duration of each stimulus presentation.
We assume tks ≡ (k − 1)(∆Ts + ∆Td) by using the time interval of
the delay period ∆Td. Note that, since As and σs take constant values
independent of k, the intensity and the width of all input stimuli are
the same throughout a trial.

Here let us consider the network function of memory erasure at
the end of a trial. This function is linked to the high-level cognition
process that controls the behavioral sequence in the task, so that we
assume that the PFC plays a critical role in attaining the function.
Therefore, to realize the function in the model network, we apply
spatially uniform inhibitory inputs only to the neurons in layer H as
follows:

SH(x, t) =

⎧⎪⎨⎪⎩−Ar, if t ∈ [tr, tr +∆Tr],

0, otherwise,
(6)

where Ar denotes the intensity of the inhibitory inputs. tr and ∆Tr

are the start time and the duration of the inputs.

3 Simulation

By adjusting the parameter values for neural connections, we repro-
duced the neural dynamics in the DMS task (Fig.2). These parameter
values are Kexc

H = 9, Kinh
H = 3.6, Kexc

L = 4.5, Kinh
L = 1.8, KHL = 5,

KLH = 1, and σH = σL = σHL = σLH = 2, and the same values
are used throughout the paper. This set of parameters implies that
the intralayer connections are stronger in layer H than in layer L and
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that the top-down connections from layer H to layer L are weaker
than the bottom-up connections from layer L to layer H (Fig. 1(b)).

The solid lines in Fig. 2(a) show the time course of the center posi-
tions of the four input stimuli applied to layer L. Their positions are
x1

s = 0, x2
s = 15, x3

s = −10, and x4
s = 0. The first stimulus repre-

sents the sample, while the following two stimuli are the intervening
(nonmatching) stimuli, so that their positions are different from the
sample. The last stimulus is the matching one that is applied to the
same position as the sample. The intensity and the width of the four
input stimuli are As = 17 and σs = 2.

The duration of the stimulus presentation and the time interval of
the delay are set as ∆Ts = ∆Td = 30. Following the presentation of
the four input stimuli to layer L, spatially uniform inhibitory inputs
are applied to layer H. It is possible that animals erase memory of
the sample so quickly after the presentation of the matching stimulus.
But, to compare the delay period activity after the matching stimulus
with that after the other stimuli, the time of onset of the inhibitory
inputs is set as tr = 240, which is 30 time units after the termination of
the matching stimulus. The intensity and the duration of the uniform
inhibition to layer H are Ar = 15 and ∆Tr = 10.

Figs. 2(b) and 2(c) show the spatio-temporal response patterns of
the membrane potential (Fig. 2(b)) and the firing state (Fig. 2(c)) in
layer H and layer L. Local excitations are elicited around x = 0 in the
two layers in response to the sample stimulus. The excitations corre-
lated with the sample are maintained in both layers during the delay
following the sample. However, responses to the intervening stimuli
are totally different in the two layers. In layer H, increased membrane
potential by the intervening stimuli cannot cause the corresponding
firing of neurons and the local excitation encoding the position of the
sample stimulus is preserved. On the other hand, in layer L, the local
excitation corresponding to the sample is disrupted by the intervening
stimulus presentations, leading to the patterns in response to the two
intervening stimuli, but the excitations disappear in the delay after
the intervening stimuli. When the matching stimulus is applied, the
excitation patterns occur again at the same position as the stimulus
in both layers, which are maintained in the delay following the stimu-
lus. Finally, by the uniform inhibitory inputs applied to layer H, the
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excitations in both layers disappear and the membrane potential of all
neurons returns to the resting potential. Since the information about
the sample stimulus is stored in the position of the local excitation
in layer H until the matching stimulus appears, we can consider that
the task succeeds from a viewpoint of information storage. The re-
sult shown in Fig. 2 matches the neuronal responses in the DMS task
mentioned above.

Fig. 3 shows another simulation result corresponding to the case
where the memory of the sample cannot be preserved and the task
fails. The intensity of the input stimuli is As = 25, which is larger
than that used in Fig. 2, but all the other conditions are the same in
the two simulations. Thus, the time course of the center positions of
the input stimuli to layer L is represented by Fig. 2(a). Fig. 3(a) shows
the spatio-temporal response patterns of the membrane potential in
the two layers and Fig. 3(b) shows the corresponding spatio-temporal
patterns of the firing state. In Fig. 3, the firing patterns change in
response to the four input stimuli in both layers because of the large
intensity of the inputs. Furthermore, the local excitations are main-
tained during the delay following each stimulus. The uniform inhi-
bition to layer H erases the excitations in both layers just like Fig.
2.

Figs. 2 and 3 indicate that the effects of the intervening stimuli
on the excitation pattern depends strongly on the stimulus intensity.
Here, to examine the effects of intervening stimulus in detail, we per-
form simulations using only two input stimuli corresponding to the
sample and the intervening stimuli (Fig. 4). The solid lines in Fig.
4(a) represent the time course of the center positions of the two in-
puts applied to layer L. We define ∆xs to be the distance between
the center positions of the two inputs as shown in the figure. Fig. 4(b)
shows the spatio-temporal firing pattern in layer I (=H or L) in re-
sponse to the input stimuli represented by Fig. 4(a). As shown in Fig.
4(b), ∆xI is defined as the distance between the position of the first
stimulus and the center of the excited region in layer I at the end of
the second stimulus presentation.

The relationship between ∆xs and ∆xI (I = H,L) was examined
with changing the stimulus intensity As. Then, three types of response
curves of ∆xs vs. ∆xH with ∆xL were found dependent on the stim-
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ulus intensity as shown in Figs. 4(c)-4(e). Note that we excluded the
cases in which the stimulus intensity is too weak and delay activity
cannot be found after the first stimulus. Figs. 4(c)-4(e) show typical
examples for the three types of responses where the values of the stim-
ulus intensity are sufficiently small (As = 10), intermediate (As = 17),
and sufficiently large (As = 25), respectively.

In cases where the input stimuli are sufficiently weak as shown in
Fig. 4(c), ∆xH and ∆xL take almost the same values as that of ∆xs

when the value of ∆xs is small. But the values of ∆xH and ∆xL con-
verge to zero for sufficiently large values of ∆xs. These changes mean
that the local excitations in the two layers move to the position of the
intervening stimulus as far as the intervening stimulus is presented to
the position near the sample, but that the excitation patterns are not
affected by the intervening stimulus if the stimulus is applied to the
position far from the sample. When the input stimuli are sufficiently
strong as shown in Fig. 4(e), the excitation patterns change corre-
sponding to the position of the intervening stimulus for all values of
∆xs. In all cases shown in Figs. 4(c) and 4(e), the local excitations
in both layers are maintained during the delay period following the
intervening stimulus at the same position as that at the end of the
intervening stimulus presentation.

In cases where the stimulus intensity takes a intermediate value
as shown in Fig. 4(d), the local excitations in the two layers move to
the position of the intervening stimulus for the small values of ∆xs,
just like Figs. 4(c) and 4(e), and the excitations in both layers are
maintained through the delay following the intervening stimulus at
the same position as that of the stimulus. On the other hand, for
sufficiently large values of ∆xs, we can understand from Fig. 4(d)
that the local excitation pattern in layer L changes in response to the
intervening stimulus presentation, but that the excitation pattern in
layer H is not affected by the stimulus. In this case, the excitation
in layer H is maintained at the same position as that of the first
stimulus during the delay after the intervening stimulus, whereas all
the neurons in layer L become quiescent in the same delay, i.e., there
is no delay activity after the intervening stimulus in layer L.

The pattern dynamics shown in Figs. 4(c)-4(e) can be summarized
in the following three cases:
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Case A : In cases where the intervening stimulus is applied to the
position near the sample stimulus or the stimuli are sufficiently strong,
the excitation patterns in the two layers change in response to the
intervening stimulus and the excitations in both layers are maintained
during the delay period after the intervening stimulus.

Case B : In cases where the sufficiently weak intervening stimulus is
applied at the position far from the sample stimulus, the excitations
in the two layers are not affected by the intervening stimulus presen-
tation.

Case C : In cases where the intervening stimulus with intermediate
intensity is applied to the position far from the sample stimulus, the
excitation pattern in layer L changes corresponding to the intervening
stimulus, but that in layer H is not affected. During the delay period
after the intervening stimulus, the excitation in layer H is maintained,
but that in layer L disappears.

The neural responses to the intervening stimulus shown in Fig. 2
corresponds to the dynamics in Case C and the responses in Fig. 3
matches Case A.

In the modeling studies of working memory for the localized network
such as in the PFC [2, 4], the network behavior similar to Figs. 4(c)
and 4(e) has been obtained. Thus, we can roughly understand that the
patten dynamics in Case A and Case B can occur when the two layers
with interconnections behave just like one layer. However, the pattern
dynamics in Case C, which is obviously specific to the two-layer net-
work, cannot be understood on the analogy of the one-layer network.
All the three cases of pattern dynamics are explored in the following
section by taking into account the effects of interaction between the
two layers.

4 Mechanism of pattern dynamics

Here, we show an approximate but simple way to understand the mech-
anism underlying pattern dynamics in the model by applying the re-
sults of theoretical analysis for the network pattern formation [1, 18].
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We consider the dynamics in the delay period for the cases where
the centers of local excitations in the two layers lie on the same x-
coordinate (Case I) and for the cases where the local excitations in
the two layers are located at a great distance along the x-axis (Case
II). The spatial configurations of the local excitations in the schematic
diagrams shown in Figs. 5(a) and 5(c) agree with Case I and Case II,
respectively.

For Case I, we define aH and aL as the length of the local excitations
in layer H and layer L. Without loss of generality, we assume that
the center positions of the local excitations in the two layers are at
x = 0. Then, the excited region of layer I (= H,L) is represented by
the interval (−aI/2, aI/2). Consider that the network is at a steady
state with the local excitation patterns and define ūI(x) as the steady
membrane potential distribution in layer I. Let SIJ(x) be the synaptic
inputs applied to neurons at position x in layer I from neurons in layer
J( 6= I). Then, we have

SIJ(x) =
Z aJ /2

−aJ /2
wIJ(x− y)dy. (7)

Now let us introduce the two characteristic functions ZI(x) ≡
SIJ(x/2) and YI(x) ≡ TI −

R x
0 wI(x

0)dx0 that are defined for x > 0. By
considering SIJ(x) as the external inputs to layer I, we apply the the-
oretical results in Kubota et al. [18] to the dynamics in layer I. Then,
we can easily find that the value of aI is equal to the x-coordinate of
an intersection point of ZI(x) with YI(x) and that the network is sta-
ble only when the gradients of these curves at the intersection satisfy
dYI(aI)/dx > dZI(aI)/dx. (Note that ZI(x) corresponds to the “a− Ŝ
curve” in the discussion about graphic analysis in Kubota et al. [18].)

We have numerically calculated ūI(x), ZI(x), and YI(x) for I = H,L
with SHL(x) and SLH(x) as shown in Figs. 6(a)-6(d) where the neural
connections in the network are the same as those used in the previous
section. By comparing Fig. 6(a) with Fig. 6(c) and Fig. 6(b) with Fig.
6(d), we can find that the length of the excited region aI for I = H,L
is equal to the x-coordinate of the intersection of ZI(x) with YI(x) for
the stable solution as expected from the theoretical result.

We can understand that the functions ZI(x) and YI(x) represent the
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effects of the interlayer synaptic inputs and the intralayer connections
from their definitions. The fact that the steady local excitation solu-
tions exist corresponding to the intersections of these functions means
that the solution is determined by the two effects: interaction between
the excitations in the different layers and the mutual excitation and
inhibition among neurons in the same layer.

In Case II, neurons in the excited region in one layer have hardly
any effect on excited neurons in the other layer, which is expected
from the connectivity function in Eq. (4). Thus, the interaction be-
tween the excitations in the two layers are lost, so that we can assume
approximately that the excitation patterns in both layers behave in-
dependently. Therefore, we apply the results of the theoretical stud-
ies [1, 18] to each layer under the condition of ZI(x) ≡ 0 (I = H,L).
(Note that, under this assumption, each layer can be considered to
be one-layer network separated from the other.) Since we find two
intersections of YH(x) with ZH(x)(≡ 0) from Fig. 6(c), there exist
steady local excitation solutions in layer H that have the same length
as the x-coordinates of the two intersections and the solution with
greater length becomes stable. On the other hand, as shown in Fig.
6(d), there is no intersection of YL(x) with ZL(x)(≡ 0), so that any
steady local excitation solution does not exist in layer L.

We can understand from the above discussion that, during a de-
lay period, the local excitation in layer H can exist independently of
whether it interacts with the excitation in layer L, but that the local
excitation in layer L can exist only when the center of the excitations
in both layers are located at the same x-coordinate and the two exci-
tations interact with each other. Therefore, the pattern dynamics in
Case A - Case C can be explained as follows.

1. As shown in Fig. 5(a), the sample stimulus elicits local excitations
at the same position in the two layers, so that the two excitations are
sustained through the delay period following the stimulus under the
influence of the interaction between them.

2. When the intervening stimulus is applied to the position near the
sample in Case A, the excited region in layer Lmoves to the position of
the intervening stimulus according to the basic property of the network
that the local excitation shifts in the direction such that the stimulus
intensity increases [1, 19]. The changing pattern in layer L leads to
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the changing inputs to layer H, so that the excitation in layer H also
moves to the position of the intervening stimulus. In cases where the
sufficiently strong intervening stimulus is applied to the position far
from the sample in Case A, the intervening stimulus overcomes the
inhibitory effects that the excited regions exert on distant neurons [1]
and local excitations are elicited at the same position as that of the
intervening stimulus in both layers. Thus, in Case A, presentation of
the intervening stimulus always produces local excitations at the same
position in layer H and layer L as shown in Fig. 5(b). Hence, during
the delay period following the intervening stimulus, the excitations in
both layers are maintained by the effect of interaction between them.

3. In Case B, the weak intervening stimulus applied to the position far
from the sample stimulus cannot overcome the inhibitory effect caused
by the excitation in layer L. Therefore, the excitation patterns elicited
by the sample shown in Fig. 5(a) are preserved after the intervening
stimulus presentation.

4. In Case C, the intervening stimulus with intermediate intensity is
given to the position apart from the sample. Then, in layer L, the in-
hibitory effect caused by the excited region corresponding to the sam-
ple is overcome and the local excitation pattern is elicited in response
to the intervening stimulus. However, in layer H, this inhibitory effect
cannot be overcome so that the excitation pattern is not changed by
the intervening stimulus. Hence, by the intervening stimulus presen-
tation, the two local excitations are separated at a distance along the
x-axis as shown in Fig. 5(c), leading to the loss of interaction between
the two excitations. The excitation in layer H can persist during the
delay after the intervening stimulus since it can exist even in the ab-
sence of the interaction with the excitation in layer L. But, the local
excitation in layer L cannot be sustained without interacting with the
excitation in layer H. Therefore, as shown in Fig. 5(d), only the local
excitation in layer H can be maintained during the delay after the
intervening stimulus.

The effect of the spatially uniform inhibitory inputs to layer H for
the memory erasure, which has been used in Figs. 2 and 3, can also
be explained like the above discussion. After the inhibitory inputs
directly turn off the activation of neurons in layer H, neurons in layer
L lose the interaction with those in layer H, so that the layer L cannot
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sustain the excitation pattern. As a result, activity of all the neurons
returns to the resting state.

The conditions for the occurrence of the pattern dynamics in Case
C, which matches the neural responses in a successful trial of the DMS
task, can be summarized as follows:

Condition I : The intervening stimulus is applied to the position suffi-
ciently far from the sample stimulus with intermediate intensity such
that only the excitation pattern in layer L is affected.

Condition II : In a delay period, the local excitation in layer H can
be maintained independently of the activity pattern in layer L, but
the local excitation in layer L cannot persist without interacting with
that in layer H.

By the intervening stimulus presentation satisfying Condition I, the
positions of the excitations in both layers become apart from each
other, which eliminates the interaction between them. Then, by Con-
dition II, the excitation in layer H are sustained during the following
delay period, while that in layer L disappears.

Condition I means that the ITC neurons receive the visual stimulus
of an appropriate level of intensity from the lower visual areas and that
the information of the intervening stimulus is sufficiently different from
that of the sample stimulus.

In cases where Condition II holds, the following relationship is
required as shown in Figs. 6(c) and 6(d): 1) there exists a solution
satisfying YH(x) = 0, and 2) there does not exist a solution satisfying
YL(x) = 0. Hence, if we assume that the resting potential of neurons
in the PFC and ITC are the same, i.e., TH = TL, then the inequal-

ity of
R xc

L
0 wL(x)dx <

R xc
H

0 wH(x)dx holds with a parameter x
c
I(> 0)

satisfying wI(x
c
I) = 0. Note that the relation implies that the excita-

tory connections among neurons in the PFC is stronger and/or more
extensive than in the ITC.
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5 Discussion

In this study, we have constructed a two-layer neural network model
that shows the neural responses in the PFC and ITC in the DMS
task [23,25]. The mechanism underlying network pattern dynamics has
been examined, and we have shown the conditions for the occurrence
of the characteristic neural dynamics in the task.

In our model, the persistent delay activity in the PFC can exist
independently of the activity of the ITC neurons, whereas the delay
activity in the ITC neurons occur only in the presence of the feedback
inputs from the firing neurons in the PFC that retain memory of the
sample. This result adds a theoretical support to the idea that the PFC
plays a central role in the working memory process [10]. The feedback
inputs from the PFC to other brain structures are considered to work
as bias signals that integrate the processing in multiple areas [21]. We
have shown that, when the feedback input is terminated by applying
inhibition to the PFC cells, the activation of the ITC cells is also
turned off. Thus, it might be possible that, by cutting off the feedback
inputs, the PFC resets the activity of other brain areas.

In the experiment with spatial version of the DMS task, the delay
activity in the PFC is robust against presentation of the intervening
stimulus [9], while the delay activity in the posterior parietal cortex is
disturbed by the intervening stimulus [5]. These results are parallel to
the observations of the delay activity in the PFC and ITC [23,25], so
that our model might be able to be applied to the dynamics of cells
in the PFC and the posterior parietal cortex.

Our model shows the possibility that the responses of cells strongly
depend on the characteristics of the intervening stimulus. As in Case
A, if the intervening stimulus is very strong or the information of the
intervening stimulus is similar to that of the sample, then the delay
activity encoding the information of the intervening stimulus might
occur in both PFC and ITC, which means the loss of memory of the
sample. On the other hand, as in Case B, if the intervening stimulus is
weak and dissimilar to the sample, then the delay activity correlated
with the sample would be preserved in these cortical areas. These
prospects match our experiences as follows. Suppose that, while you
are memorizing some information (e.g., phone number), you receive

15



another strong sensory input (e.g., an ambulance siren ). Then, the
memory might slip from your mind. If you catch some information sim-
ilar to your holding item (e.g., when someone tells you phone number
that differs from your memorizing number in only one digit), your
memory would become confused.

The limitations in our model should be recognized. To perform the
DMS task, multiple processes are required such as attending to the
sample presentation, holding the memory against intervening stimuli,
detecting the matching stimulus, and erasing the memory. The model
has focused on the neural responses related to the memory storage
and memory erasure in the task. But, the cells with various kinds of
responses are observed in the task, e.g., cells with inhibitory responses
to visual stimuli or fixation-related responses [23, 25], and it is possi-
ble that the different types of cells have different roles in the task
and share such many functions. Thus, it should be examined in more
comprehensive model how these different kinds of cells cooperate to
attain the working memory function totally. Furthermore, there seem
to exist several types of cells with different delay period activity in
the ITC. As mentioned above, we consider that some ITC cells with
stimulus-selective responses do not have persistent delay activity af-
ter the intervening stimulus presentation since the electrophysiological
experiments indicate that the stimulus without behavioral relevance
does not elicit delay activity in such ITC cells [3]. But, experimental
data also show that some ITC cells might have delay activity cor-
related with the preceding intervening stimulus [25] and that other
ITC cells have delay activity that predicts the coming stimulus [3].
Miller et al. [23] has observed “delay activity in IT cortex under all
of the same conditions in which one would expect to find it in PF
cortex - except after intervening stimuli”. This observation matches
the dynamical property of ITC cells in our model very well, especially
in the point that the delay activity in the ITC can exist only in the
presence of the corresponding delay activity in the PFC. Although
the exact behavior in the delay period of ITC cells and their roles are
still controversial, we consider from all of these observations that our
model network describes dynamics of some type of ITC cells that show
stimulus-selective responses. More experimental data are required to
elucidate the functional role of the complex delay period activity in
ITC cells.
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Actually, the delay activity observed in the experiment is often
complicated and the firing rate can change during one delay period
or between different delay intervals in one trial [23]. In this paper,
the output function has been described as the step-function for the
sake of mathematical simplicity. Although the simplification serves to
elucidate the mechanism of the pattern dynamics by using the the-
oretical results of the network patten formation, the changing firing
rates in real neurons cannot be expressed in this model. A more realis-
tic neural element should be used in more advanced modeling studies,
which makes it possible to compare the firing rate of the model neuron
directly with the experimental data.
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Fig. 1. Architecture of the two-layer neural network model. (a) The two
groups of neurons corresponding to the PFC and ITC. (b) The model net-
work where the neurons of each group in (a) have been rearranged in line
such that the neurons encoding similar information are located at nearby
positions.
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Fig. 2. A simulation result reproducing the neural responses in the DMS
task. (a) The time course of the center positions of the input stimuli ap-
plied to layer L (solid lines) with the description of the time interval when
spatially uniform inhibitory inputs are applied to layer H. (b) The spa-
tio-temporal response patterns of the membrane potential in layer H and
layer L. (c) The spatio-temporal response patterns of the firing state in the
two layers. The parameter values are set as τH = τL = 1, TH = TL = 7,
l = 20, Kexc

H = 9, Kinh
H = 3.6, Kexc

L = 4.5, Kinh
L = 1.8, KHL = 5, KLH = 1,

σH = σL = σHL = σLH = 2, As = 17, σs = 2, Ns = 4, x1
s = 0, x2

s = 15,
x3

s = −10, x4
s = 0, ∆Ts = ∆Td = 30, Ar = 15, tr = 240, and ∆Tr = 10.
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Fig. 3. A simulation result of the DMS task with stimulus intensity larger
than that in Fig. 2. (a) The spatio-temporal response patterns of the mem-
brane potential in layer H and layer L. (b) The spatio-temporal response
patterns of the firing state in the two layers. The parameter values are the
same as that used in Fig. 2 except for As = 25.
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Fig. 4. The response characteristics of the network when the two inputs
corresponding to the sample and the intervening stimuli are applied. (a)
The time course of the center positions of the inputs applied to layer
L and the definition of ∆xs. (b) The spatio-temporal firing pattern in
layer I in response to the input stimuli shown in (a) and the definition of
∆xI (I = H,L). (c)-(e) The relationship between ∆xs and ∆xI (I = H,L)
where the values of stimulus intensity are As = 10 for (c), As = 17 for (d),
and As = 25 for (e). The other parameter values different from those in
Fig. 2 are Ns = 2 and Ar = 0. ∆xs corresponds to x

2
s − x1

s.
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Fig. 5. Schematic diagrams of the pattern dynamics in the two-layer net-
work. (a) The network state where the local excitations are elicited at the
same position in the two layers by the sample presentation. (b) The state
where the local excitations are produced at the position of the intervening
stimulus in the two layers (Case A). (c) The state where the excitation in
layer L has moved to the position of the intervening stimulus (Case C). (d)
The delay period activity where the excitation in layer L has disappeared
after the intervening stimulus presentation (Case C).
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Fig. 6. Applying the results of theoretical studies [1, 18] to the pattern
dynamics in Case I and Case II. (a) The plot of ūH(x) and SHL(x) in Case
I. (b) The plot of ūL(x) and SLH(x) in Case I. (c) The relationship between
YH(x) and ZH(x) for Cases I and II. (d) The relationship between YL(x)
and ZL(x) for Cases I and II.
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