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Abstract

We propose a new classifier, named electric network classifiers, for
semi-supervised learning on graphs. Our classifier is based on nonlinear
electric network theory and classifies data set with respect to the sign of
electric potential. Close relationships to C-SVM and graph kernel meth-
ods are revealed. Unlike other graph kernel methods, our classifier does
not require heavy kernel computations and obtain the potential directly
using efficient network flow algorithms. Furthermore, with flexibility of
its formulation, our classifier can incorporate various edge characteristics;
influence of edge direction, unsymmetric dependence and so on. There-
fore, our classifier has the potential to tackle large complex real world
problems. Experimental results show that the performance is fairly good
compared with the diffusion kernel and other standard methods.

1 Introduction

We consider semi-supervised classification problems on graphs, in which some
vertices of the graph are labeled as positive or negative, and others are unlabeled.
The task is to classify the unlabeled data. Such problems arise in biological
networks [14] and text classification [6]. One possible approach to this problem
is SVM and other kernel-based methods [11]. The central issue in kernel-based



methods is how to construct or learn a kernel from a given graph. The diffusion
kernel [7] is such a graph kernel constructed from the graph Laplacian. Beyond
the diffusion kernel, several learning kernel algorithms have been proposed (see
[12, 6, 15, 13]). However, to construct kernel matrix using graph Laplacian is
a very heavy computational task; it requires a large amount of memory for the
kernel matrix, diagonalizations, and optimizations on the matrix space.

Here we introduce a new binary classifier, named electric network classifier,
for semi-supervised learning on graphs, based on nonlinear electric network the-
ory. Our approach constructs a kernel only implicitly and classifies unlabeled
data directly using electric potential. In so doing, we can avoid heavy kernel
computations and obtain the potential using fast network flow algorithms. Fur-
thermore, our classifier can incorporate the influence of edge direction (unilateral
or unsymmetric dependence) and other edge characteristics unlike other graph
kernels considered so far. Thus our classifiers have the potential to tackle large
complex real-world problems. Experimental results show that the performance
is fairly good compared with diffusion and linear kernels. Our classifiers can
be understood as a kind of discrete version of coulomb classifiers introduced by
Hochreiter, Mozer, and Obermayer [4] that relies on an analogy with electro-
statics. They can also be regarded as a nonlinear extension of semi-supervised
learning on graph based on Gaussian random field model proposed by Zhu,
Ghahramani, and Lafferty [15]. Therefore, a random walk interpretation is also
possible; see [1] for the relationship between electric networks and random walks.

This paper is organized as follows. In Section 2, before introducing our
classifier, we discuss a general framework for semi-supervised learning using
monotropic programmang. This framework is very flexible and clarifies the math-
ematical structure of our classifier. Then we introduce electric network classifiers
as its special case. In Section 3, we show experimental results.

2 Electric Network Classifiers

In this section, we introduce electric network classifiers and investigate their
mathematical properties, with emphasis on its connection to the standard C-
SVM framework of [11]. First, we propose a general framework for semi-
supervised learning using monotropic programming of R.T. Rockafellar [10] and
discuss its relationship to kernel methods. Next, we introduce electric network
classifiers as its special case.

2.1 Monotropic Programming Framework
for Semi-Supervised Learning

Let V' be an input data space, U C V a training data set, and y : U — {—1,1}
its label. To design a classifier, we assume an auxiliary space E together with a
linear map A : R® — RV, or a matrix called structure matriz, which represents
a discrete structure of V. In the canonical case of a directed graph, V is the
vertex set, E is the edge set, and A is the incidence matrix. More generally, in
the case of simplicial complex, we can choose V' to be n — 1 dimensional faces,
E to be n dimensional faces and A to be the boundary operator.

The proposed classifier constructs discriminant potential p* : V — R and



classify the data set according to the sign of p* as

(2.1)

pf >0 = thelabel of 7 is +1,
p; <0 = thelabel of 4 is —1.

This potential p* is constructed from the optimal solution of a monotropic pro-
gramming problem [10], which consists of the following dual pair of convex
optimization problems.

min Zfe(ge)+zgj(uj)

(ERE ueRU £
ecE Jjeu
[P] ot (e, —{ 0 HieV\T, (2:2)
- i) w ifiel,

min > fr(ne)+ Y g5 (—p))
ecE

[D] nERT pERY jeu (2.3)
s.t. n=ATp,

where f.,g; : R — RU{+o00} are convex functions and f7, g7 : R — RU{+o0}
are the Legendre transforms of f. and g; defined, respectively, as

fe(me) = sup {nebe — fe(&e)}, 95 (q;) = sup {qju; — g;(u;)}- (2.4)
§€R u; ER

In this optimization problem [P], the convex functions g; and the variables
u; play the role of teaching signals by the training set. In particular, we choose
g; as a kind of a penalty function like

=0 if 1 —y;p; <0,

95 (=p;) { >0 otherwise. (25)

The convex functions f., f play the role of the regularization. The canonical
choice of f., fZ is the following squared-norm type function

fe(fe) = 7‘653/2’ f:(ne) = 773/27“5 (e€ E), (2.6)

where 7. is a positive parameter. On the basis of an optimal solution (n*,p*)
to [D], we classify data set V' according to the sign of p* as (2.1). We call this
p* an optimal discriminant potential.

The relationship between our approach and kernel methods is revealed in the
special case of f, given by (2.6). Let AT : RV — RF be a reflezive minimum-
norm generalized inverse of A with respect to the squared norm ) . fe in
(2.6), i.e., AT satisfies

AATA=A, ATAAT = AT (2.7)

and that for any y € Im A, A%y is the minimum norm point of {z € RV | Az =
y}; see [8] for generalized inverses. From A1, we define a positive semidefinite
kernel K : V xV — R as

K(Zaj) = ((A+)TRA+)U (23.7 € V)a (28)

where R is the diagonal matrix whose diagonal entries are {r.}.cp, and let D
be a matrix satisfying Im A = Ker D. Then, we have the following.



Theorem 2.1. The problem [P] with f. of (2.6) is equivalent to

1

] min g > K, j i+ Y gi(uy) (2.9)
e ijeU jeu
s.t. Z Dyju; =0 (Vk : row index of D). (2.10)
JEU

Let u* be an optimal solution to [P’] and p an optimal Lagrange multiplier of
the equality constraints (2.10). Then an optimal discriminant potential p* is
given as
pi =Y K(i.ju;+(D"p); (GeV) (2.11)
jeu
Recall C-SVM classifier [11], which is obtained by solving the following op-
timization problem

, 1 .
[C-SVM]: alélglU 3 Z ;oY K (1, 7) — Z o7

1,5€U €U
s.t. Zyiaizo,ogaigc (iel),
ieU

where C' is a penalty parameter that is a positive real number or +o0o. Let o
be an optimal solution of [C-SVM] and b* an optimal Lagrange multiplier of the
equality constraint. Then SVM decision function f: V — R is given as

fG) = yaiK(j,i) + b (i€V). (2.12)

jeu
The relationship to C-SVM framework is summarized as follows.

Corollary 2.2. IfIm A = Ker1 and

] ) - —ijj ingyjung,
g9i(u;) = { 400 otherwise, (2.13)

g;(g;) = Cmax(0,1+y;q) (2.14)

for j € U with some positive parameter C, then the problem [P'] coincides with
C-SVM and the optimal discriminant potential p* defined as (2.11) coincides
with SVM decision function.

Remark 2.3. In semi-supervised learning, we may assume that data set V' and
structure matrix A are stacked in a computer memory. Hence the computation
of kernel matrix K is not necessary since we can obtain potential p* by solving
the dual problem [D] directly. This p* generally does not coincide with (2.11)
if the optimal potential is not unique.

2.2 Electric Network Classifiers

We introduce electric network classifiers on graphs as a special case of the
monotropic programming framework. Let G = (V, E) be a directed graph,
U C V a training set, and y : U — {—1,1} its label. We treat the vertex set
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Figure 1: Physical interpretation of electric network classifiers

/®\

V' as the data space, the edge set E as the auxiliary space, and the incidence

matrix
1 if e leaves v,

A(v,e) =< =1 ifeentersv, (veV,eckE) (2.15)
0 otherwise,

as the structure matrix. In this setting, we consider the optimization problems
[P] and [D] with some convex functions {f.}ecr and {g;};ev. This problem
is exactly the same as the nonlinear network flow problem [5, 10]. Then the
following physical interpretation is valid; see also Figure 1.

S . currents on edges
RF t dg
uw e RY : currents flowing into labeled vertices from the earth
fes 95 : current energy on edges
n € RF : potential differences on edges
p € RY : potential on vertices
o 95 : potential energy on edges

Each potential on vertices is normalized so that the earth has zero potential. We
call this classifier an electric network classifier. With general convex functions
on the edges, the electric network classifier can incorporate various types of edge
characteristics; influence of edge direction, unsymmetric dependence, and so on.
When the electric network consists exclusively of Ohmic resistors, we have

fe(&e) = TEfS/Q (e € B), (2.16)

where 7. denotes the resistances. With the choice of g; given in (2.13) our
electric network classifier coincides with C-SVM using kernel (2.8), where the
graph (V) E) is assumed to be connected. Furthermore, this kernel admits an
intuitive interpretation, as follows.

Theorem 2.4 ([3]). For f. in (2.16), kernel K in (2.8) can be taken as
K (i, ) = {d(i,io) + d(j, i0) — d(i,j)}/2  (i,j € V), (2.17)
where d : V x V — R is the electric distance defined as

d(i,j) = the electric resistance between i and j (i,j € V') (2.18)
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Figure 2: A series connection of a diode and a resistor

and ig € V is an arbitrarily fized root vertez.

This kernel K is called the electric network kernel and its explicit formulas
for some classes of graphs are known [3]. This electric network classifier with
Ohmic resistors, however, does not make use of the direction of edges, since
fe(€e) = fe(—&:). To express the link structure of the Web or the citation
graph of papers, for example, it is necessary to consider the influence of the
edge direction. For this, we introduce unsymmetric electric resistors as follows.
Set the current energy f. to

Te2/2 if€.>0
fc(ge){ rdg2/2 if ¢

re&2/2 i & <0 (249)

for each edge e € E, where 1 and r; are electric resistances (> 0) of posi-
tive and negative directions, respectively. With this approach, electric network
classifiers with general convex functions can incorporate the influence of the
edge direction. In particular, taking sufficiently large r_", we can represent a
series connection of a diode and a resistor as Figure 2. Furthermore, C-SVM
interpretation is also possible.

Theorem 2.5. Consider the problems [P] and [D] with f. as (2.19) for each
edge e € E and some convex functions {g;}jev. Let (§*,u*) and (n*,p*) be
optimal solutions to [P] and [D], respectively. Consider the modified problems
[P*] and [D*] with f. defined as

fe (68) = fe§2/2 with TAe =

+ ; *
{ re #eez0 (2.20)

ro if & <0
for each edge e € E and the same {g;}jcu. Then (£*,u*) and (n*,p*) are also

optimal to [P*] and [D*]. In particular, if we choose g; as (2.13), u* is an
optimal solution to the C-SVM problem with some electric network kernel.

2.3 Proofs

We use some basic notation and properties from convex analysis [9]. First,
we note that (£*,u*) and (n*,p*) are optimal to the monotropic programming
problems [P] [D] if and only if they are feasible and satisfy

fe(€) + foe) =E&ne, (e € B), (2.21)
9;(u}) + g5 (—=p;) = —ujp; (j€U) (2.22)



(see [10, Chapter 8] [5, Chapter IV] for optimality conditions for nonlinear
network flow problems and also see [10, Chapter 11] for generall monotropic
programming). Second, for a convex function f : R" — R U {400}, 2* € R"®
is a minimizer of f if and only if it satisfies 0 € 0f(z*), where Of(z*) := {p €
R"™ | f(x) — f(z*) > p" (x — 2*)} is called the subdifferential of f at x* (see [9,
Section 72] for optimality conditions of convex functions using subdifferential).

Proof of Theorem 2.1. The problem [P] with f, defined as (2.6) is rewritten as

0 0
. . T o o _
Inin, mgn{f RE/2 'Af—(u)}—I—Zg](uj) s.t. D<u> 0.
jeU
(2.23)
Hence, using a reflexive minimum-norm generalized inverse AT, the inner opti-

mizer £* is given as
& =A" ( 0 ) . (2.24)

u

Then, the inner optimal value is given by 1/2 Zi,jeU((A"_)TRA'F)ijUin- Thus,
we obtain the first statement of Theorem 2.1. Next, we show that p* defined as
(2.11) and n* := AT p* are optimal to [D]. Let u* be an optimal solution of [P’]
and p an optimal Lagrange multiplier of Lagrange function of [P’

1 . 0
3 X Kl + Y astu) 4070 (] ). (2.25)
i,5€U jeU

Then, the subdifferential of the Lagrange function (2.25) at (u*, u) contains zero
(see [9, Theorem 28.3]). From this, we have

dgi(up) > = > K(ji)u; — (D p)i = —p; (i€U). (2.26)
Jjeu

Hence, —p} € 9g;(u}) implies (2.22) (see [9, Theorem 23.5]). On the other hand,
we have

’I’]* ATp* :AT {<A+)TRA+ ( ,L?* ) +DTM}
RATAAT ( 0 ) — RA* ( 0 ) = Re*,
u u

where the third equality follows from RATA = (ATA)"R and Im A = Ker D,
and the fourth follows from reflexivity of AT. From n* = r.£*, we obtain
(2.21). O

Proof of Corollary 2.2. From transformation a; = y;u,; for i € U, we obtain the
standard C-SVM formulation. O

Proof of Theorem 2.5. Tt is easy to check that in the modified problem, (£*,u*)
and (n*,p*) satisfy the optimality conditions (2.21) and (2.22). O



3 Experimental Results

We use the nonlinear cost network solver code asspg by Guerriero and Tseng [2],
available at http://www.math.washington.edu/ “tseng/. Since this program uses
a primal-dual type algorithm, we can obtain an optimal potential from this
program.

We use 20 newsgroups corpus for the performance evaluations. These are
available at http://www.cs.umass.edu/ mccallum/. Each document of the 20
newsgroups is processed into the bag of words representation by Mallet tool kit.
We select three binary problems,

(1) rec.auto vs. rec.motorcycles,
(2) soc.religion.christian vs. alt.atheism, and
(3) comp.sys.ibm.pc.hardware vs. comp.sys.mac.hardware.

Graph structures are constructed as follows. We connect each document to
its b-nearest neighbors, where the distance on documents is measured by the
cosine similarity. We use this distance as edge weight. Resulting graph sizes
are (1) 1995 vertices and 17963 edges (2) 1996 vertices and 19960 edges (3)
1993 vertices and 19930 edges. For electric network classifier, we take f. as
(2.16), r. as edge weight, and g; as (2.13). For comparison, we use C-SVM
with linear and diffusion kernel which are implemented to LIBSVM package
which is available at http://www.csie.ntu.edu.tw/ cjlin/libsvi/. For the dif-
fusion kernel, we use weighted Laplacian, i.e., L(i,5) = —1/w(i,5)(i # j) and
L(i,i) = >, 1/w(i,j), where w is the edge weight. Then the diffusion kernel
is defined by (exp(—pBL))(i,7) for the diffusion parameter 5 > 0. The C-SVM
parameter C' is selected as C' = 5. The diffusion parameter 3 is selected as (1)
B =02, (2) f=0.2and (3) 8 = 0.3 by preliminary experiments. A half of
whole documents are randomly selected as unlabeled test data. The rest are
used for training data set consisting of labeled and unlabeled data. Experiments
are carried out, by varying the ratio of labeled data. This procedure is repeated
for 10 times. Averages of accuracy are reported in Figure 3.

Results show that the performance of our electric network classifier is fairly
good, compared with C-SVM with linear and diffusion kernel. In particular,
in the range of small ratio of labeled data, our classifier shows good perfor-
mance. This implies effectiveness of semi-supervised learning. Furthermore we
emphasize that learning time of our classifier is very short compared with diffu-
sion kernel, since diagonalization for computing diffusion kernel matrix is quite
heavy. Indeed, average learning times of our classifier using asspg for data sets
(1), (2), and (3) are 0.97 (s), 1.02 (s), and 1.27 (s), respectively. On the other
hand, average computational times for the construction of diffusion kernel ma-
trix exp(—pSL) through diagonalizations for (1), (2), and (3) are 92.4 (s), 91.4
(s), and 92.5 (s), respectively. This experiment was done by Athron 64 2.2GHz
CPU machine with 2GB memory, and matrix diagonalizations for diffusion ker-
nel were done by Matlab. This indicates that our classifier has the scalability
for large problems.
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