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Abstract

In this paper, we investigate the regulation properties pertaining to
single-input multiple-output (SIMO) linear time-invariant (LTI) sys-
tems, in which the objective function of regulated response is mini-
mized jointly with the control effort. We provide analytical closed-form
expressions of the best achievable H2 optimal regulation performances
against impulsive disturbance inputs for unstable/non-minimum phase
continuous-time and discrete-time systems. We also modify the latter
results by means the delta operator and show the continuity property,
i.e., we show that the continuous-time solution can be completely re-
covered when the sampling period tends to zero in the delta-domain
solution. We then apply the results to a magnetic bearing system and
discuss relations between the sensor selection and the best achievable
H2 performances.
Key words: Performance limitations, H2 optimal control, SIMO sys-
tems, unstable poles/zeros, delta operator, magnetic bearing system.

1 Introduction

The study on control performance limitations achievable by feedback is one
of the important research topics in control theory. It has been paid much at-
tention in the recent years as seen in a special issue of the IEEE Transactions
on Automatic Control in August 2003, a book [13], and recent publications
[1, 4, 5, 6, 8, 9, 14]. These researches have been initiated by the well known
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Bode integral relation and they examined certain classical optimal problems
under optimality criteria formulated in time or frequency domain, which
have led to the analytical closed-form solutions of the best achievable perfor-
mance including the tracking and regulation performances. The analytical
closed-form expressions rather than numerical solutions are quite useful not
only to understand feedback control systems but also to characterize a set
of easily controllable plants in practical situations. Actually, the formulae
can provide guidelines for plant design from the view point of control.

We here focus on the H2 optimal regulation performance, which is mea-
sured by minimizing the energy of control input, or by minimizing the en-
ergy of control input jointly with the energy of system output. We call
the former the energy regulation problem and the latter the output regu-
lation problem. Results on H2 energy regulation problem can be found in
[9] for continuous-time systems and in [8] for discrete-time systems. Both
results are conducted for unstable/non-minimum phase SISO/SIMO plants.
Equivalent results in SISO systems but articulated in term of signal-to-
noise ratio constrained channels are found in [3, 11]. Meanwhile, results
on H2 output regulation problem of minimum phase SISO/MIMO systems
are presented in [5]. Summarizing these existing results, the investigation
for the minimum phase plant is almost complete, while the researches for
unstable/non-minimum phase plants are not complete. Especially further
investigations are required for the LTI discrete-time case. Note that the
linear time-varying feedback stabilization has been discussed in [11].

This paper discusses the output regulation problem of unstable/non-
minimum phase SIMO continuous-time and discrete-time systems. In the
latter case, we provide a much more general expressions of the optimal
performance than those given in [1]. Beyond that, we reformulate and solve
the problem in terms of delta operator, see [12], and show its continuity
properties. In other words, we can completely recover the continuous-time
solution by taking the sampling time tends to zero. In order to confirm the
effectiveness of the derived results in practical applications, where we have
a single actuator but multiple sensors, we apply our results to a magnetic
bearing system and discuss relations between the sensor selection and the
best achievable H2 performances.

It is worth to point out that in the regulation problem, we have to
exploit a certain function evaluated at infinity which is laid on the jω-axis
(boundary of s-domain) but not on the unit circle (boundary of z-domain).
It means that derivation process in discrete-time case is not parallel with
that of continuous-time case. This is contrast with the tracking problem,
where the derivations for the discrete-time are almost parallel to those for
the continuous-time case, see [2] and [4]. We should also note that the final
formula of the discrete-time regulation performance limit is different from
others in the following sense: It includes a term of product of unstable poles,
while for the other cases the limits include a term which consists of sum of
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unstable pole or reciprocal of non-minimum phase zeros.
The rest of this paper is organized as follows. In Section 2 we describe the

problem formulation including the description of the standard unity feedback
control system under consideration and some preliminary results. Sections
3 and 4 provide analytical closed-form expressions of the optimal regulation
performance for continuous-time and discrete-time cases, respectively. In
Section 5 we reformulate the problem in terms of delta operator and provide
the solution and its continuity properties. An application of our results to
a magnetic bearing systems is provided in Section 6. This paper concludes
in Section 7.

Notation: We give a brief description of the notation used throughout
this paper. We denote the real set by R and the complex set by C. For any
c ∈ C, its complex conjugate is denoted by c̄. For any vector u we shall use
uT, uH, and ‖u‖ as its transpose, conjugate transpose, and Euclidean norm,
respectively. For any matrix A ∈ Cm×n, we denote its conjugate transpose
by AH and its column space by R[A]. In s-domain analysis, i.e., continuous-
time case, let the open right half plane be denoted by C+ := {s ∈ C : Re s >
0} and the open left half plane by C− := {s ∈ C : Re s < 0}. And for any
matrix function f ∈ Cm×n we denote f∼(s) = fT(−s). While in z-domain
analysis, i.e., discrete-time case, the regions inside and outside unit circle are
denoted by D := {z ∈ C : |z| < 1} and D̄c := {z ∈ C : |z| > 1}, respectively.
Here we denote f∼(z) = fT(z−1). We denote by RH∞ the class of all stable
and proper rational transfer function matrices. We define by û(s) the L-
transform of signal u(t) and by û(z) the Z-transform of sequence u(k). The
cardinality of a set S is denoted by #S. In this paper, the space L2 is the
Hilbert space with inner product

〈f, g〉 :=





1
2π

∫ ∞

−∞
fH(jω)g(jω) dω ; for s-domain

1
2π

∫ π

−π
fH(ejθ)g(ejθ) dθ ; for z-domain.

2 Problem Formulation and Preliminaries

2.1 Feedback Control Systems

We consider the standard unity feedback configuration of finite dimensional
linear time-invariant systems depicted in Fig. 1. In this setup, P denotes
the SIMO LTI plant, K the stabilizing compensator, Wv and Wy the sta-
ble/minimum phase weighting functions. We will use the same letters to
denote their transfer matrices. The signals d ∈ R, u ∈ R, y ∈ Rm, and
z ∈ Rq+r are the disturbance input, the plant input, the measurable output,
and the weighted output to be minimized, respectively. The first and second
elements of z are set for sensitivity reduction and disturbance attenuation,
respectively. Hereafter, it will be assumed that all vectors and matrices
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Figure 1: The regulation scheme.

involve in the sequel have compatible dimensions, and for simplicity their
dimensions will be omitted. In subsequent analysis, the plant is given by

P =
(

P1 P2 . . . Pm

)T (1)

with Pi (i = 1, . . . , m) are scalar transfer functions. We assume that the
system is initially at rest. For technical reasons, it is also assumed that the
plant does not have non-minimum phase zeros and unstable poles at the
same location. In the present work, we consider an impulse function as the
disturbance signal.

For the plant rational transfer function P , its left and right coprime
factorizations are given by

P = NM−1 = M̃−1Ñ , (2)

where N, M, Ñ, M̃ ∈ RH∞ and they satisfy the double Bezout identity
(

X̃ −Ỹ

−Ñ M̃

)(
M Y
N X

)
= I, (3)

for some X, Y, X̃, Ỹ ∈ RH∞. All the stabilizing compensators K can be
characterized by Youla parameterization

K := {K : K = (Y −MQ)(NQ−X)−1

= (QÑ − X̃)−1(Ỹ −QM̃); Q ∈ RH∞}. (4)

A complex number z is said to be a zero of P if Pi(z) = 0. In addition,
if z is lying either in C+ for s-domain or D̄c for z-domain then z is said to
be a non-minimum phase zero. P is said to be minimum phase if it has no
non-minimum phase zero; otherwise, it is said to be non-minimum phase.
On the other hand, a complex number p ∈ C is said to be a pole of P if
P (p) is unbounded. A pole p is said to be unstable if it lies in C+ or D̄c. P
is said to be stable if it has no unstable pole; otherwise, unstable.

A transfer function N , not necessarily square, is called an inner if N is
in RH∞ and N∼N = I for all s = jω or z = ejθ. A transfer function M is
called outer if M is in RH∞ and has a right inverse which is analytic in C+

or D̄c. For an arbitrary P ∈ RH∞,

P = ΘiΘo, (5)

where Θi is inner and Θo is outer, is defined as an inner-outer factorization
of P . We call Θi the inner factor and Θo the outer factor.
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2.2 Optimal Regulation Problem

We here consider an H2 regulation performance limitations for SIMO plants.
Our interest is not on how to find a optimal compensator K which stabilizes
the feedback control system and regulate the plant output y to zero under
control input and sensitivity penalties. Rather, we are interested in relating
the best achievable performance with some simple characteristics of the plant
P . To this end, for continuous-time case we adopt the following performance
index:

Ec :=
∫ ∞

0

(‖z(t)‖2 + |u(t)|2) dt, (6)

where z(t) is the weighted output, i.e.,

z(t) =
(

z1(t)
z2(t)

)
=

( L−1{Wv(s)v̂(s)}
L−1{Wy(s)ŷ(s)}

)
.

Similarly for discrete-time case,

Ed :=
∞∑

k=0

(‖z(k)‖2 + |u(k)|2) , (7)

where z(k) is given by

z(k) =
(

z1(k)
z2(k)

)
=

( Z−1{Wv(z)v̂(z)}
Z−1{Wy(z)ŷ(z)}

)
.

It follows from the well-known Parseval identity that

E = ‖ẑ1‖2
2 + ‖ẑ2‖2

2 + ‖û‖2
2

holds, where E stands either Ec for the continuous-time case or Ed for the
discrete-time case. Note that if Wv = 0 and Wy = 0 the problem then
reduces to an energy regulation one, which have been discussed in [9, 8].

Let the input and output sensitivity functions be defined by

Si := (1 + KP )−1, (8)
So := (I + PK)−1, (9)

respectively. Then, it is immediate to obtain that

E = ‖WvSid̂‖2
2 + ‖WyPSid̂‖2

2 + ‖KPSid̂‖2
2. (10)

Since d is an impulse signal, i.e., d̂ = 1, from Bezout identity (3) and Youla
parameterization (4) we may express (10) as

E = ‖Wv(1−KSoP )d̂‖2
2 + ‖WySoP d̂‖2

2 + ‖KSoP d̂‖2
2

= ‖Wv(1 + Y Ñ −MQÑ)‖2
2 + ‖Wy(XÑ −NQÑ)‖2

2 + ‖Y Ñ −MQÑ‖2
2,
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from which we then want to determine the best achievable regulation per-
formance with respect to all stabilizing compensators,

E∗ = inf
Q∈RH∞

∥∥∥∥∥∥




Wv(1 + Y Ñ −MQÑ)
Wy(XÑ −NQÑ)

Y Ñ −MQÑ




∥∥∥∥∥∥

2

2

. (11)

Our purpose in this paper is to derive analytical closed-form expressions on
E∗ for both continuous-time systems (E∗

c ) and discrete-time systems (E∗
d)

and to discuss the continuity property.

2.3 Integral Formulae

The following integral formulae play an important role in our subsequent
derivation. We note that Lemma 1, i.e., Poisson-Jensen Formula, can be
found, for instance, in [7] and Lemma 2, i.e., the continuous-time counterpart
of Lemma 1, can be obtained by implementing bilinear transformation: z =
(1+s)/(1−s). The proof of Lemma 3 can be done by using Cauchy integral
and residue theorems.

Lemma 1 (Poisson-Jensen Formula) Let f is analytic in D̄c and dk(k =
1, . . . , nd) be the zeros of f in D̄c, counting their multiplicities. If z ∈ D̄c

and f(z) 6= 0, then

log |f(z)| = 1
π

∫ π

0
Re

(
zejθ + 1
zejθ − 1

)
log |f(ejθ)| dθ −

nd∑

k=1

log
∣∣∣∣
1− d̄kz

z − dk

∣∣∣∣ .

Lemma 2 Let g is analytic in C+ and ck (k = 1, . . . , nc) be the zeros of g
in C+, counting their multiplicities. If s ∈ C+ and g(s) 6= 0, then

log |g(s)| = 2
π

∫ ∞

0
Re

(
1 + jωs

s + jω

)
log |g(jω)|

1 + ω2
dω −

nc∑

k=1

log
∣∣∣∣
1− ck

1− c̄k

c̄k + s

ck − s

∣∣∣∣ .

Lemma 3 If f ∈ RH∞, then

1
π

∫ π

0
Re f(ejθ) dθ = f(∞).

3 Continuous-time Case

This section is devoted to the continuous-time case, where an analytical
closed-form expression of the performance limitation is derived. Suppose
that the plant P (s) is given by (1) and its coprime factorizations are repre-
sented by (2). We denote by pk (k = 1, . . . , np) the unstable poles of P (s).
Then, without loss of generality we may set M as

M(s) :=
np∏

k=1

s− pk

s + p̄k
. (12)
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Since M is a Blaschke product, by definition, M = 1 whenever P is stable.
It is useful to point out that M(∞) = 1.

In order for E in (10) to be finite, for continuous-time systems, it is
necessary that P d̂ ∈ L2 and Wvd̂ ∈ L2. Since d(t) is an impulse function so
that d̂(s) = 1, we need the following assumption.

Assumption 1 P (s) and Wv(s) are strictly proper.

We are now ready to provide the best achievable regulation performance.

Theorem 1 (Continuous-time) Suppose that the plant P (s) has unstable
poles pk (k = 1, . . . , np) and its coprime factorizations are given by (2). Let
introduce the following index set:

Nz := {k : Ñ(zk) = 0, zk ∈ C+}, (13)

or Nz is the set of all common non-minimum phase zeros of P (s) with count-
ing multiplicities, and define the inner-outer factorization




Wv

WyN
−1


 = ΛiΛo.

Then, under Assumption 1 we have

E∗
c = Ecm + Ecn, (14)

where

Ecm = 2
np∑

k=1

pk +
1
π

∫ ∞

0
log

(
1 + ‖Wv(jω)‖2 + ‖Wy(jω)P (jω)‖2

)
dω,

Ecn =
∑

k,`∈Nz

4Re zk Re z`

āka`(z̄k + z`)
ᾱkα`,

with

ak :=





1 ; #Nz = 1∏

`∈Nz , 6̀=k

z` − zk

z` + z̄k
, ; #Nz ≥ 2 ,

αk := 1− Λo(zk)
np∏

i=1

zk + p̄i

zk − pi
.

Proof The proof of Ecm can be accomplished by following that of [5, Th. 3].
We may prove Ecn by performing standard partial fraction expansion tech-
nique used in [6]. Expression of Ecn shares some similarities with that of [9,
Th. 2] or [11, Prop. 3.1]. ¥
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Theorem 1, which is valid for both SISO and SIMO systems, shows that
the best regulation performance depends not only on the plant unstable
poles and non-minimum phase zeros but also on its gain and a relation
between unstable poles and zeros. We may obtain an explicit formula for
Λo(s) if Wy = 0, since Λo(s) does not depend the plant P (s) (see Sec. 6).
In general, since Λo is stable and minimum phase, its absolute value at zk

can be obtained from Lemma 2, that is

|Λo(zk)| = exp
{

2
π

∫ ∞

0
Re

(
1 + jωzk

zk + jω

)
log |Λo(jω)|

1 + ω2
dω

}
,

where
|Λo(jω)| =

√
1 + ‖Wv(jω)‖2 + ‖Wy(jω)P (jω)‖2.

For the SIMO case, condition zk (k ∈ Nz) means that only the common
non-minimum phase zeros give effects. Hence, if P has no common non-
minimum phase zero then Ecn = 0. Particularly, if Wv = 0 and Wy = 0,
which imply Λo = 1, then we can recover the existing results on energy
regulation problem obtained in [9] and [11].

Now we provide a simple example to confirm the validity of the result in
Theorem 1.

Example 1 Consider an SISO plant described by

P (s) =
s− 3

(s− 1
4)(s− p)

.

Clearly, P (s) has one non-minimum phase zero at s = 3 and possibly two
unstable poles at s = 1

4 and s = p. We compute the optimal regulation
performance E∗

c obtained by Theorem 1 (circled-line) and numerically cal-
culated by Matlab toolbox (starred-line) for p from −1 to 5. Here we take
Wv(s) = 1/(s + 1) and Wy(s) = 1. Fig. 2 shows that two computations
match rather well. Particularly, when p closes to 3, the performance will be
unbounded since it happens almost unstable pole-zero cancellation.

4 Discrete-time Case

In this section, we formulate and solve the optimal regulation problem for
discrete-time systems. Recall the coprime factorizations of P (z) in (2), it is
possible to set

M(z) = B(z) :=
nλ∏

k=1

1 + λ̄k

1 + λk

z − λk

λ̄kz − 1
(15)

without loss of generality, where λk (k = 1, . . . , nλ) are the unstable poles of
P (z). It is important to note that

B(−1) = 1, B(∞) =
nλ∏

k=1

1 + λ̄k

1 + λk

1
λ̄k

.
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Figure 2: E∗
c with respect to pole location p.

Also note that the plant P (z) and the weighting function Wv(z) are not
necessary to be strictly proper to regulate a discrete-time system.

Theorem 2 (Discrete-time) Suppose that P (z) has unstable poles λk(k =
1, . . . , nλ) and its coprime factorizations are given by (2). Let define

N̆(z) = zÑ(z),

introduce the following index set:

Nη := {k : N̆(ηk) = 0, ηk ∈ D̄c}, (16)

or Nη is the set of all common non-minimum phase zeros of P (z) with
counting multiplicities except one zero at infinity 1, and define the inner-
outer factorization 


Wv

WyN
−1


 = ΛiΛo.

Then, we have
E∗

d = Edm + Edn, (17)

where

Edm = exp
{

1
π

∫ π

0
log(1 + ‖Wv(ejθ)‖2 + ‖Wy(ejθ)P (ejθ)‖2)dθ

} nλ∏

k=1

|λk|2 − 1,

Edn =
∑

k,`∈Nη

(η̄k + 1)(η` + 1)(|ηk|2 − 1)(|η`|2 − 1)
(ηk + 1)(η̄` + 1)b̄kb`(η̄kη` − 1)

β̄kβ`,

1The number of zeros at infinity in Nη is equal to the relative degree of P (z) minus
one.
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with

bk :=





1 ; #Nη = 1∏

`∈Nη , 6̀=k

1 + η̄k

1 + ηk

η` − ηk

η̄kη` − 1
, ; #Nη ≥ 2 ,

βk := Λo(∞)
nλ∏

i=1

λ̄i − Λo(ηk)
nλ∏

i=1

λ̄iηk − 1
ηk − λi

.

Proof The proof is completely different from the continuous-time case. See
Appendix A. ¥

Theorem 2 reveals that there are at least two fundamental properties
which differ from its continuous-time counterpart, Theorem 1. First, the
contribution of unstable poles is given in product way rather than in sum-
mation. Second, the effect of plant gain is expressed in exponential way
rather than in plain manner. These facts suggest us that in discrete-time
case, unstable poles and plant gain contribute more detrimental effects than
those in continuous-time case.

The remarks below Theorem 1 for the continuous-time case are also valid
for the discrete-time case. Particulary, the exact expressions for |Λo(∞)| and
|Λo(ηk)| can be derived from Lemma 1. Again, if Wv = 0 and Wy = 0, which
imply Λo = 1, then we can recover the existing result on energy regulation
problem derived in [8] and on LTI networked control in [11].

The following illustrative example confirms the validity of the result in
Theorem 2.

Example 2 We consider an SISO plant given by

P (z) =
4z2 − 9

z(3z + 4)(z − λ)
,

which has non-minimum phase zeros at z = 3/2 and z = −3/2, and unstable
poles at z = −4/3 and possibly at z = λ. Fig. 3 plots Theorem 2 based
computation (circled-line) and Matlab toolbox-based computation (starred-
line) for λ from −3 to 3, where we set Wv(z) = 1 and Wy(z) = 1. The
figure clearly shows that the expression in Theorem 2 is correct and that E∗

d

becomes larger when λ approaches to one of the non-minimum phase zeros.

5 Unified Results

In this section we reformulate and solve the optimal regulation problem in
terms of the delta operator [12] in order to link the continuous-time and
discrete-time results derived in the previous sections.
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d with respect to pole location λ.

5.1 Delta Transforms

The delta operator δ is defined by

δx(k) =
x(k + 1)− x(k)

T
,

for any sequence x(k), k = 1, 2, . . ., with T > 0 is the sampling time. By
taking the Z-transform of above equation we obtain δx̂(z) = z−1

T x̂(z). Later,
the variable δ is used as the delta operator variable and is analogous to the
Laplace variable s for continuous-time systems and the Z-transform variable
z for discrete-time systems. We then obtain the following relationship:

δ =
z − 1

T
⇔ z = Tδ + 1. (18)

For any sequence x(k) we define its delta transform by

D{x(k)} = x̂T (δ) := T
∞∑

k=0

x(k)(Tδ + 1)−k,

or equivalently, x̂T (δ) = T x̂(z)|z=Tδ+1. The inner product equipped in L2

is then defined as

〈f, g〉 :=
1
2π

∫ π/T

−π/T
fH

(
ejωT − 1

T

)
g

(
ejωT − 1

T

)
dω.

Let F (z) be given and define G(δ) := F (Tδ + 1). Then by setting θ = ωT ,
it is easy to verify that the following H2 norms relation holds,

‖G(δ)‖2
2 = ‖F (z)‖2

2/T. (19)

For T > 0, we denote DT := {δ ∈ C : |Tδ + 1| < 1} and D̄c
T := {δ ∈ C :

|Tδ + 1| > 1}.
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5.2 Problem Reformulation and Its Solution

Consider the coprime factorizations of P (δ) given in (2), in which without
lost of generality we may set M = H, where

H(δ) := B(Tδ + 1) =
nλ∏

k=1

1 + λ̄k

1 + λk

(Tδ + 1)− λi

λ̄i(Tδ + 1)− 1
, (20)

with λk are the unstable poles of P (z). It is easy to show that H is inner in
δ-domain, i.e., H( e−jωT−1

T )H( ejωT−1
T ) = 1 and H(∞) = B(∞). We remark

that H possesses non-minimum phase zeros ρk ∈ D̄c
T at ρk = (λk−1)/T (k =

1, 2, . . . , nρ), in which they also act as the unstable poles of P (δ). Note that
nρ = nλ.

We consider the following performance index

Eδ := T
∞∑

k=0

(‖z(k)‖2 + |u(k)|2), (21)

where z(k) is given by

z(k) =
(

z1(k)
z2(k)

)
=

( D−1{Wv(δ)v̂(δ)}
D−1{Wy(δ)ŷ(δ)}

)
.

As a disturbance signal, we consider impulse function in the form of

d(k) =
{

1
T , for k = 0
0, for k 6= 0

, (22)

where its δ-transform is d̂T (δ) = 1.
Now we are ready to provide the delta-time solution. First we reformu-

late Lemmas 1 and 3 in δ-domain as follow, respectively.

Lemma 4 Let h is analytic in D̄c
T and σk (k = 1, . . . , nσ) be the zeros of h

in D̄c
T , counting their multiplicities. If δ ∈ D̄c

T and h(δ) 6= 0, then

log |h(δ)| =
T

π

∫ π/T

0
Re

(
(Tδ + 1)ejωT + 1
(Tδ + 1)ejωT − 1

)
log

∣∣∣∣h
(

ejωT − 1
T

)∣∣∣∣ dω

−
nσ∑

k=1

log
∣∣∣∣
Tδσ̄k + σ̄k + δ

δ − σk

∣∣∣∣ .

Lemma 5 If h ∈ RH∞, then

1
π

∫ π/T

0
Re h

(
ejωT − 1

T

)
dω =

h(∞)
T

.
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Theorem 3 (Delta-time) Suppose that P (δ) has unstable poles ρk (k =
1, . . . , nρ) and its coprime factorizations are given by (2). Let define

N̆(δ) = δÑ(δ),

and introduce the following index set:

Nζ := {k : N̆(ζk) = 0, ζk ∈ D̄c
T }. (23)

Let denote ηk = Tζk + 1, λk = Tρk + 1, and define the inner-outer factor-
ization 


Wv

WyN
−1


 = ΛiΛo.

Then, we have
E∗

δ = Eδm + Eδn, (24)

where

Eδm =
1
T

(
|Λo(∞)|2

nρ∏

k=1

|Tρk + 1|2 − 1

)
,

Eδn =
1
T

∑

k,`∈Nζ

(η̄k + 1)(η` + 1)(|ηk|2 − 1)(|η`|2 − 1)
(ηk + 1)(η̄` + 1)ḡkg`(η̄kη` − 1)

γ̄kγ`,

with

|Λo(∞)|2 = exp

{
T

π

∫ π/T

0
log(1 + ‖Wv(

ejωT − 1
T

)‖2+

‖Wy(
ejωT − 1

T
)P (

ejωT − 1
T

)‖2) dω

}
,

gk :=





1 ; #Nζ = 1∏

`∈Nζ , 6̀=k

1 + η̄k

1 + ηk

η` − ηk

η̄kη` − 1
, ; #Nζ ≥ 2 ,

γk := Λo(∞)
nλ∏

i=1

λ̄i − Λo(ζk)
nλ∏

i=1

λ̄iηk − 1
ηk − λi

.

Proof See Appendix B. ¥
We here remark that the optimal solution in δ-domain shares many

similarities with its predecessor, i.e., Theorem 2. Except the existence of
sampling time factor 1/T , all parameters are parallel with the relationship
between z and δ, that is, z = Tδ + 1.
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5.3 Continuity Properties

In this subsection we show the continuity properties of the δ-domain solu-
tion, i.e., we will demonstrate that E∗

δ converges to E∗
c when the sampling

time T tends to zero. To this end we consider a continuous-time plant P (s)
which has common non-minimum phase zeros zk and unstable poles pk. Un-
der the zero-order hold operations we obtain the corresponding discrete-time
plant P (z) which has those of ηk and λk, and also the delta-time plant P (δ)
which has those of ζk and ρk.

5.3.1 Convergence of Eδm

It is easy to verify that Eδm can be written as Eδm = EH + ER, where

EH :=
1
T

( nρ∏

k=1

|Tρk + 1|2 − 1

)
,

ER :=
|Λo(∞)|2 − 1

T

nρ∏

k=1

|Tρk + 1|2.

Since

EH ≈ 2
nρ∑

k=1

ρk = 2
np∑

k=1

epkT − 1
T

by spectral mapping theorem, then we get limT→0 EH = 2
∑np

k=1 pk. Next,
since ejωT−1

T tends to jω and |Tρk + 1|2 tends to 1 as T tends to zero, we
have

lim
T→0

ER =
1
π

∫ ∞

0
log

(
1 + ‖Wv(jω)‖2 + ‖Wy(jω)P (jω)‖2

)
dω.

These two facts then show that

lim
T→0

Eδm = Ecm. (25)

5.3.2 Convergence of Eδn

We show the convergence of Eδn part by part. First, we denote

Eη :=
1
T

∑

k,`∈Nζ

(η̄k + 1)(η` + 1)(|ηk|2 − 1)(|η`|2 − 1)
(ηk + 1)(η̄` + 1)(η̄kη` − 1)

.

Then by noting that ηk = ezkT ,

lim
T→0

Eη =
∑

k,`∈Nz

lim
T→0

(e2T Re zk − 1)(e2T Re z` − 1)
T (e(z̄k+z`)T − 1)

=
∑

k,`∈Nz

4Re zk Re z`

z̄k + z`
.
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Next we deal with gk for #Nζ ≥ 2. Immediately we obtain

lim
T→0

gk =
∏

`∈Nz , 6̀=k

lim
T→0

ez`T − ezkT

e(z̄k+z`)T − 1
=

∏

`∈Nz , 6̀=k

z` − zk

z` + z̄k
,

which shows that limT→0 gk = ak. To inspect the convergence of γk, we
know that limT→0 |Λo(∞)|2 = 1. Thus, limT→0 Λo(∞) = 1. We also know
that

lim
T→0

nλ∏

i=1

λ̄i =
np∏

i=1

lim
T→0

ep̄iT = 1,

lim
T→0

nλ∏

i=1

λ̄iηk − 1
ηk − λi

=
np∏

i=1

lim
T→0

e(p̄i+zk)T − 1
ezkT − ep̄iT

=
np∏

i=1

zk + p̄i

zk − pi
.

Now we only need to show the convergence of Λo(ζk). From Lemma 4 we
have

|Λo(ζk)| = exp

{
T

π

∫ π/T

0
Re

(
(Tζk + 1)ejωT + 1
(Tζk + 1)ejωT − 1

)
log

∣∣∣∣Λo(
ejωT − 1

T
)
∣∣∣∣ dω

}
.

Since

lim
T→0

T Re
[
(Tζk + 1)ejωT + 1
(Tζk + 1)ejωT − 1

]
= 2 Re

[
1

zk + jω

]
=

2
1 + ω2

Re
[
1 + jωzk

zk + jω

]

implies limT→0 Λo(ζk) = Λo(zk), then we achieve limT→0 γk = αk. Commu-
nicating all the above facts yields

lim
T→0

Eδn = Ecn. (26)

Therefore, (25) and (26) conclude

lim
T→0

E∗
δ = E∗

c ,

i.e., the δ-domain solution converges to the corresponding s-domain solution
as sampling time T approaches to zero.

Now we provide an example to demonstrate the continuity properties of
the optimal delta solution.

Example 3 Reconsider the SISO continuous-time plant given in Example
1. Implementation of zero-order hold operation yields the corresponding
delta-time plant

P (δ) =
c(δ − ζ)

(δ − ρ1)(δ − ρ2)
,

which has also one non-minimum phase zero at δ = ζ and possibly two
unstable poles at δ = ρ1 and δ = ρ2. Under the corresponding weighting
functions Wv(δ) and Wy(δ), Fig. 4 shows the computation of E∗

c of Theorem
1 (solid line) and that of E∗

δ of Theorem 3 for sampling time T = 0.10, 0.05
seconds (dashed and dash-dotted lines, respectively). This confirms our result
that E∗

δ converges to E∗
c as T approaches zero.

15



−1 0 1 2 3 4 5
0

200

400

600

800

1000

1200

1400

p

E
c*,

 E
de

lta
*

Continuous−time
Delta−time (T = 0.10)
Delta−time (T = 0.05)

Figure 4: The convergence of the delta-time solution to its continuous-time
counterpart.

Figure 5: Active magnetic bearing.

6 Application to Magnetic Bearing System

6.1 Problem Setting

In this section we implement our results to study the performance limi-
tations in a magnetic bearing system investigated in [10]. We consider a
simple active magnetic bearing (AMB) depicted in Fig. 5. AMBs suspend
the levitated object (generally, a rotor) of mass M by forces of two opposing
magnetic attractions which are supplied by power switching amplifiers of
voltages V1, V2 and currents I1, I2. AMBs use actively controlled electro-
magnetic forces to control the position of the rotor or other ferromagnetic
body in air which has nominal air gap g0.

A dimensionless non-linear model for the AMB system of Fig. 5 can be
found in [10]. If we assume that the state variable can be forced to track
some constant trajectory Φ0 by appropriate choice of control input u, then
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a linearizing model may be realized as follows:

d
dt




x
v
φ


 =




0 1 0
0 0 Φ0

µΦ0 0 −µ







x
v
φ


 +




0
0
1


u,

y =
[ −Φ0 0 1

]



x
v
φ


 ,

where x and v respectively denote the normalized position of the rotor and
its derivative, and φ, u, and y are respectively normalized differences of the
fluxes (Φ1, Φ2), input voltages (V1, V2), and output currents (I1, I2) of left
and right magnetics, which are given by

φ :=
Φ1 − Φ2

AgBsat
, u :=

V1 − V2

V0
, y :=

I1 − I2

Isat

with appropriate constants Ag, Bsat, V0, and Isat.
We define by Pc the transfer function from the control input to the

current sensor, i.e., from u to y, by Pp the transfer function from the control
input to the position sensor, i.e., from u to x, and by Pcp the transfer
function from the control input to the both of current and position sensors,
i.e., from u to x and y. In other words, we define

Pc(s) =
s2 − Φ2

0

s3 + µs2 − µΦ2
0

, (27)

Pp(s) =
Φ0

s3 + µs2 − µΦ2
0

, (28)

Pcp(s) =
[

Pc(s)
Pp(s)

]
(29)

It is clear that Pc(s) has one non-minimum phase zero at Φ0 and one
unstable pole p lying between 0 and Φ0, depending on the value of Φ0 and
µ. It is known that physically reasonable value of σ := Φ0/µ ranges between
about 0.3 and 3 and that, the unstable pole p ranges from about 0.6Φ0 and
0.9Φ0 as used in [10]. Further, Pp(s) has no non-minimum phase zero but
one unstable pole at p. While, Pcp(s) has no common non-minimum phase
zero but one unstable pole, also at p.

We here examine the regulation performance limitation of the AMB
as measured by the H2 norm. In other words, we minimize the following
performance measure

E = ‖ẑ1‖2
2 + ‖ẑ2‖2

2 + ‖û‖2
2. (30)

To facilitate our analysis, we define by E∗
c,c, E∗

c,p, E∗
c,cp, the optimal perfor-

mances with respect to Pc(s), Pp(s), and Pcp(s), respectively. We examine
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the following three cases:

(1) Wy,c(s) =

[
ρc

ρpΦ0

(s+Φ0)2

]
, for P (s) = Pc(s),

(2) Wy,p(s) =

[
ρc(s+Φ0)2

Φ0

ρp

]
, for P (s) = Pp(s),

(3) Wy,cp(s) =
[

ρc 0
0 ρp

]
, for P (s) = Pcp(s).

Note that the definitions Wy(s) above assure that the performance indexes
for the three cases are completely same. For all the cases we choose the
weighting function Wv as

Wv(s) =
w

1 + τs
,

where τ is the bandwidth. The measure E in (30) then can be written as

E = ‖ẑ1‖2
2 + ‖ρcẑ2c‖2

2 + ‖ρpẑ2p‖2
2 + ‖û‖2

2, (31)

where ẑ2c and ẑ2p are the current and position sensor outputs, respectively.

6.2 Continuous-time Case

We first note that the first terms of (14), Ecm, are the same for all the
three cases. Since Pp(s) has no non-minimum phase zero and Pcp(s) has
no common one (note that only common non-minimum phase zero gives
limitation), we can see that Ecn = 0 and hence the optimal performances of
these two cases are equal. On the other hand, Pc(s) has one non-minimum
phase zero at Φ0, and hence Ecn is always positive. This observation implies
that the following relations generally hold:

E∗
c,c > E∗

c,p = E∗
c,cp,

where

E∗
c,c − E∗

c,p = 2Φ0

[
1− Λo(Φ0)

Φ0 + p

Φ0 − p

]2

.

This can be confirmed by the following further investigation. First we con-
sider a case where ρc = ρp = 0, i.e., Wy(s) = 0. For this special case, clearly
we obtain

Λo(s) =
√

1 + w2 + τs

1 + τs
.

Then, the closed-form expression of the optimal performances then can be
expressed as

E∗
c,p = E∗

c,cp = 2p +
1
π

∫ ∞

0
log

(
1 +

w2

1 + ω2τ2

)
dω

= 2p +
√

1 + w2 − 1
|τ |
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and

E∗
c,c − E∗

c,p = 2Φ0

(
1−

√
1 + w2 + τΦ0

1 + τΦ0

Φ0 + p

Φ0 − p

)2

> 0.

We now compute the optimal performances with the following physical
parameters [10]: Φ0 = 0.288, µ = 0.582, from which we get p = 0.242. For
the weighting function Wv(s), we take w = 1 and τ = 1. The computation
results give E∗

c,c = 117.7013 and E∗
c,p = E∗

c,cp = 0.8983.
Next, we consider a case where ρc = ρp = 1. Note that in computation

E∗
c,c, Λo(s) is determined from the inner-outer factorization




Wv(s)
Wy,c(s)Nc(s)

−1


 = Λi(s)Λo(s),

where Nc(s) is the coprime factor of Pc(s), i.e., Pc(s) = Nc(s)M−1
c (s). The

computation results provide E∗
c,c = 716.5626 and E∗

c,p = E∗
c,cp = 1.5821.

6.3 Discrete-time Case

We here discuss the discrete-time case. We assume that the corresponding
discrete-time transfer functions Pc(z), Pp(z), Pcp(z) are obtained from the
zero-order hold operations of Pc(s), Pp(z), Pcp(s), respectively. By these
operations, we know that Pc(z) has two non-minimum phase zeros at 1.3351
and at infinity. Pp(z) has also two non-minimum phase zeros at −3.2498
and at infinity, while Pcp(z) has no common non-minimum phase zero except
at infinity. All the plants have one unstable pole at 1.2738. The optimal
performance then can be computed based on Theorem 2, and we can show
the following relations hold:

E∗
d,c > E∗

d,p > E∗
d,cp.

For example, for ρc = ρp = 0 with the sampling time T = 1 second, we have
E∗

d,c = 150.3615, E∗
d,p = 1.7506, and E∗

d,cp = 1.3383, which implies that
using multiple sensors has an advantage for the discrete-time system.

7 Conclusion

In this paper, we have examined H2 output regulation problems for SIMO
LTI feedback control systems. We have derived analytical closed-form ex-
pressions of the optimal regulation performance for unstable/non-minimum
phase continuous-time and discrete-time systems. In general, our results
show that the best achievable output regulation performance depends upon
plant unstable poles, plant non-minimum phase zeros, plant gain, and a cer-
tain outer factors. We clarified several special cases where the formulae do
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not include the outer factors, which directly characterize the performance
limitations by unstable poles, non-minimum phase zeros, and gain of the
plant.

We have then applied those results to a magnetic bearing system. For
the continuous-time system, we showed that using a position sensor rather
than a current sensor or multiple sensors significantly improves the achiev-
able sensitivity performance, while in the discrete-time case, implementing
multiple sensors gives an advantage to using a position sensor only.
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A Proof of Theorem 2

From Bezout identity (3) we have B−1Y Ñ = −B−1 + X̃. This fact then
enables us to write (11) as

E∗
d = inf

Q∈RH∞

∥∥∥∥∥∥




Wv(B−1 + B−1Y Ñ −QÑ)
Wy(XÑ −NQÑ)

B−1Y Ñ −QÑ




∥∥∥∥∥∥

2

2

= inf
Q∈RH∞

∥∥∥∥∥∥




Wv(X̃ −QÑ)
Wy(NX̃ −NQÑ)
−B−1 + X̃ −QÑ




∥∥∥∥∥∥

2

2

.

For any Q ∈ RH∞ such that (B−1(∞)− X̃ + QÑ) ∈ H2 and together with
the fact that (B−1(∞)−B−1) ∈ H⊥2 then

E∗
d = EB + EQ,
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where

EB :=

∥∥∥∥∥∥




0
0

B−1(∞)−B−1




∥∥∥∥∥∥

2

2

,

EQ := inf
Q∈RH∞

∥∥∥∥∥∥




Wv(X̃ −QÑ)
Wy(NX̃ −NQÑ)

B−1(∞)− X̃ + QÑ




∥∥∥∥∥∥

2

2

.

Since B(z) is inner then

EB = ‖B−1(∞)B(z)− 1‖2
2 =

∥∥∥∥∥
nλ∏

k=1

λ̄kz − |λk|2
λ̄kz − 1

− 1

∥∥∥∥∥
2

2

.

Let define

EB,n =

∥∥∥∥∥
n∏

k=1

λ̄kz − |λk|2
λ̄kz − 1

− 1

∥∥∥∥∥
2

2

, (32)

and claim that

EB,n =
n∏

k=1

|λk|2 − 1.

We rely on the mathematical induction to prove our claim. For n = 1, it is
true that

EB,1 =
∥∥∥∥
1− |λ1|2
λ1z − 1

∥∥∥∥
2

2

= |λ1|2 − 1.

Further, let define

ξ(z) =
λ̄nz − 1

λ̄nz − |λn|2
λ̄n − |λn|2

λ̄n − 1
.

It is easy to show that ξ(z) is an inner function. Then by pre-multiplying
ξ(z) to (32), we may obtain

EB,n =

∥∥∥∥∥
λ̄n − |λn|2

λ̄n − 1

[
n−1∏

k=1

λ̄kz − |λk|2
λ̄kz − 1

− λ̄nz − 1
λ̄nz − |λn|2

]∥∥∥∥∥

2

2

= |λn|2
∥∥∥∥∥

[
n−1∏

k=1

λ̄kz − |λk|2
λ̄kz − 1

− 1

]
−

[
λ̄nz − 1

λ̄nz − |λn|2
− 1

]∥∥∥∥∥

2

2

= |λn|2
(

EB,n−1 +
∥∥∥∥

λ̄nz − 1
λ̄nz − |λn|2

− 1
∥∥∥∥

2

2

)
.

A direct calculation shows that
∥∥∥∥

λ̄nz − 1
λ̄nz − |λn|2

− 1
∥∥∥∥

2

2

=
1

|λn|2
∥∥∥∥
|λn|2 − 1
z − λn

∥∥∥∥
2

2

=
|λn|2 − 1
|λn|2 .
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Hence, we may write EB,n as a recursive expression

EB,n = |λn|2EB,n−1 + |λn|2 − 1.

Suppose it is true that

EB,n−1 =
n−1∏

k=1

|λk|2 − 1.

Then we get

EB,n = |λn|2
(

n−1∏

k=1

|λk|2 − 1

)
+ |λn|2 − 1 =

n∏

k=1

|λk|2 − 1.

This proves our claim and show that

EB =
nλ∏

k=1

|λk|2 − 1. (33)

Next, we may write

EQ = inf
Q∈RH∞

∥∥∥∥
[

WX̃

B−1(∞)− X̃

]
−

[
W
−1

]
QÑ

∥∥∥∥
2

2

,

where

W :=
[

Wv

WyN

]
.

Perform the inner-outer factorization such that
[

W
−1

]
= ΛiΛo,

where the inner factor Λi is stable factor and the outer factor Λo represents
the minimum phase part. Note that Λi is a column vector transfer function,
Λo is a scalar transfer function, and

ΛH
o (ejθ)Λo(ejθ) = WH(ejθ)W (ejθ) + 1.

Let

Γ(z) =
[

Λ∼i (z)
I − Λi(z)Λ∼i (z)

]
,

i.e., Γ(z) is an inner function. By pre-multiplying Γ we obtain

EQ = inf
Q∈RH∞

∥∥∥∥Γ
{[

WX̃

B−1(∞)− X̃

]
−

[
W
−1

]
QÑ

}∥∥∥∥
2

2

= inf
Q∈RH∞

∥∥∥C1 − ΛoQÑ
∥∥∥

2

2
+ ‖C2‖2

2,
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where

C1 := ΛoX̃ − Λ−H
o B−1(∞),

C2 :=
[

W (ΛH
o Λo)−1

1− (ΛH
o Λo)−1

]
B−1(∞).

Further,

EQ = inf
Q∈RH∞

∥∥∥ΛoX̃ − Λo(∞)B−1(∞)− ΛoQÑ
∥∥∥

2

2

+
∣∣B−1(∞)

∣∣2 ∥∥Λ−H
o − Λo(∞)

∥∥2

2
+ ‖C2‖2

2.

Let denote

EQ1 := inf
Q∈RH∞

∥∥∥ΛoX̃ − Λo(∞)B−1(∞)− ΛoQÑ
∥∥∥

2

2
,

EQ2 :=
∣∣B−1(∞)

∣∣2 ∥∥Λ−H
o − Λo(∞)

∥∥2

2
,

EQ3 := ‖C2‖2
2.

We start with the calculation of EQ1 , i.e.,

EQ1 = inf
Q∈RH∞

∥∥∥z
[
Λo(∞)B−1(∞)− ΛoX̃

]
+ ΛoQN̆

∥∥∥
2

2
,

where N̆(z) = zÑ(z), which indicate that we decrease by one the relative
degree of P (z) since we only consider the biproper controllers. Since N̆(ηk) =
0 for all k ∈ Nη and since N̆(z) is left-invertible, it can be factorized as

N̆(z) = n(z)b(z),

where n(z) is left-invertible in RH∞ and b(z) is defined by

b(z) =
∏

k∈Nη

1 + η̄k

1 + ηk

z − ηk

η̄kz − 1
.

Therefore we obtain

EQ1 = inf
Q∈RH∞

∥∥∥∥∥
z[Λo(∞)B−1(∞)− ΛoX̃]

b
+ ΛoQn

∥∥∥∥∥
2

2

.

By following the standard partial fraction expansion procedure performed
in [4, 9, 14], yields

EQ1 =

∥∥∥∥∥∥
∑

k∈Nη

1 + ηk

1 + η̄k

[
η̄kz − 1
z − ηk

− η̄k

]
z[Λo(∞)B−1(∞)− Λo(ηk)X̃(ηk)]

bk

∥∥∥∥∥∥

2

2

+ inf
Q∈RH∞

‖V + ΛoQn‖2
2 ,
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for some V ∈ RH∞. Here,

bk :=
∏

`∈Nη , 6̀=k

1 + η̄k

1 + ηk

η` − ηk

η̄kη` − 1
.

Since n(z) is left invertible we may select a Q such that

inf
Q∈RH∞

‖V + ΛoQn‖2
2 = 0.

By fact that

1 + ηk

1 + η̄k

[
η̄kz − 1
z − ηk

− η̄k

]
=

ηk + 1
η̄k + 1

|ηk|2 − 1
z − ηk

,

we get

EQ1 =

∥∥∥∥∥∥
∑

k∈Nη

(ηk + 1)(|ηk|2 − 1)
(η̄k + 1)bk

[Λo(∞)B−1(∞)− Λo(ηk)X̃(ηk)]
z − ηk

∥∥∥∥∥∥

2

2

.

Since X̃(z) = B−1(z)Y (z)Ñ(z) + B−1(z), then X̃(ηk) = B−1(ηk) for all
k ∈ Nη. Further, by fact that

∥∥∥∥
1

z − ηk

∥∥∥∥
2

2

=
1

|ηk|2 − 1
,

we obtain

EQ1 =
∑

k,`∈Nη

(η̄k + 1)(η` + 1)(|ηk|2 − 1)(|η`|2 − 1)
(ηk + 1)(η̄` + 1)b̄kb`(η̄kη` − 1)

×

[Λo(∞)B−1(∞)− Λo(ηk)B−1(ηk)]H ×
[Λo(∞)B−1(∞)− Λo(η`)B−1(η`)].

Hence, we show that EQ1 = Edn by denoting

βk := Λo(∞)B−1(∞)− Λo(ηk)B−1(ηk).

Next, by direct calculation we get

EQ2 =
|Λo(∞)|2
|B(∞)|2 +

1
2π|B(∞)|2

∫ π

−π

(
|Λ−1

o (ejθ)|2 − 2Re{Λ−1
o (ejθ)Λo(∞)}

)
dθ,

and similarly,

EQ3 =
1

|B(∞)|2 −
1

2π|B(∞)|2
∫ π

−π
|Λ−1

o (ejθ)|2dθ.
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Therefore,

EQ2 + EQ3 =
|Λo(∞)|2 + 1
|B(∞)|2 − 2Λo(∞)

π|B(∞)|2
∫ π

−π
ReΛ−1

o (ejθ) dθ.

Since Λo is an outer factor, then Λ−1
o is in RH∞. Invoking Lemma 3 yields

EQ2 + EQ3 =
|Λo(∞)|2 − 1
|B(∞)|2 . (34)

Since

|B(∞)|2 =
nλ∏

k=1

1
|λk|2 ,

then (33) together with (34) produce

EB + EQ2 + EQ3 = |Λo(∞)|2
nλ∏

k=1

|λk|2 − 1.

We then show that EB + EQ2 + EQ3 = Edm by application of Poisson-
Jensen formula in Lemma 1, by fact that Λo is a stable and minimum phase
function, i.e.,

|Λo(∞)|2 = exp
{

1
π

∫ π

0
log

(
1 + ‖W (ejθ)‖2

)
dθ

}
.

This completes the proof of Theorem 2.

B Proof of Theorem 3

To prove of Theorem 3 we follow the proof of Theorem 2 in rather straight-
forward manner. We readily have

E∗
δ = inf

Q∈RH∞

∥∥∥∥∥∥




Wv(H−1 + H−1Y Ñ −QÑ)
Wy(XÑ −NQÑ)
H−1Y Ñ −QÑ




∥∥∥∥∥∥

2

2

= inf
Q∈RH∞

∥∥∥∥∥∥




Wv(X̃ −QÑ)
Wy(NX̃ −NQÑ)
−H−1 + X̃ −QÑ




∥∥∥∥∥∥

2

2

.

Based on decomposition of two orthogonal subspaces H2 and H⊥2 , we get

E∗
δ = EH + ER,
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where

EH :=

∥∥∥∥∥∥




0
0

H−1(∞)−H−1




∥∥∥∥∥∥

2

2

,

ER := inf
Q∈RH∞

∥∥∥∥∥∥




Wv(X̃ −QÑ)
Wy(NX̃ −NQÑ)

H−1(∞)− X̃ + QÑ




∥∥∥∥∥∥

2

2

.

From (19) we obtain

EH =
∥∥H−1(∞)−H−1(δ)

∥∥2

2
=

1
T

∥∥B−1(∞)−B−1(z)
∥∥2

2
.

Hence, by (33)

EH =
1
T

( nρ∏

k=1

|Tρk + 1|2 − 1

)
, (35)

since λk = Tρk + 1 for k = 1, 2, . . . , nρ. Further we may write

ER = inf
Q∈RH∞

∥∥∥ΛoX̃ − Λo(∞)H−1(∞)− ΛoQÑ
∥∥∥

2

2

+ |H−1(∞)|2 ∥∥Λ−H
o − Λo(∞)

∥∥2

2
+ ‖D‖2

2,

where

D :=
[

W (ΛH
o Λo)−1

1− (ΛH
o Λo)−1

]
H−1(∞).

Let denote

ER1 := inf
Q∈RH∞

∥∥∥ΛoX̃ − Λo(∞)H−1(∞)− ΛoQÑ
∥∥∥

2

2
,

ER2 :=
∣∣H−1(∞)

∣∣2 ∥∥Λ−H
o − Λo(∞)

∥∥2

2
,

ER3 := ‖D‖2
2.

After implementing the standard partial fraction expansion over ER1 and
selecting the optimal free parameter Q we obtain

ER1 =

∥∥∥∥∥∥
∑

k∈Nζ

(ηk + 1)(|ηk|2 − 1)
(η̄k + 1)gk

[Λo(∞)H−1(∞)− Λo(ζk)X̃(ζk)]
(Tδ + 1)− ηk

∥∥∥∥∥∥

2

2

,

where ηk = Tζk + 1. By fact that
∥∥∥∥

1
(Tδ + 1)− ηk

∥∥∥∥
2

2

=
1
T

∥∥∥∥
1

z − ηk

∥∥∥∥
2

2

=
1
T

1
|ηk|2 − 1

,
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then

ER1 =
1
T

∑

k,`∈Nζ

(η̄k + 1)(η` + 1)(|ηk|2 − 1)(|η`|2 − 1)
(ηk + 1)(η̄` + 1)ḡkg`(η̄kη` − 1)

×

[Λo(∞)H−1(∞)− Λo(ζk)H−1(ζk)]H ×
[Λo(∞)H−1(∞)− Λo(ζ`)H−1(ζ`)].

We show that ER1 = Eδ2 by denoting

γk := Λo(∞)H−1(∞)− Λo(ζk)H−1(ζk)
= Λo(∞)B−1(∞)− Λo(ζk)B−1(ηk).

Further, application of Lemma 5 yields

ER2 + ER3 =
|Λo(∞)|2 − 1
T |H(∞)|2 . (36)

Then, (35) together with (36) produce

EH + ER2 + ER3 =
1
T

(
|Λo(∞)|2

nρ∏

k=1

|Tρk + 1|2 − 1

)
.

We then show that EH + ER2 + ER3 = Eδm. The explicit expression of
|Λo(∞)|2 can be found by Lemma 4. This completes the proof of Theorem
3.
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