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1 Introduction

We consider in this chapter the two-dimensional packing problem that asks
to pack a given set of items into a given container without mutual overlap.
There are many variants of this problem depending upon whether the items
are rectangles or have irregular shapes, and how minimization of the container
is defined.

Most of these variants are NP-hard, since they contain as a special case
the bin packing problem, which is already known to be NP-hard. Local search
and metaheuristic algorithms have been playing major roles in obtaining good
approximate solutions for practical uses. We observe that many of such algo-
rithms contain subproblems that ask to pack given items in an optimal manner
under certain constraints, and such subproblems are solvable by techniques
known as dynamic, linear and nonlinear programming. Thanks to the recent
progress of mathematical programming, efficient softwares are available for
the cases of linear and nonlinear programming. The resulting algorithms are
hybrid metaheuristics in the sense that they are combinations of metaheuris-
tics and mathematical programming.

In this chapter, we deal with the following types of the packing problem:

(a) Items are rectangles, where the size (i.e., width and height) of each
rectangle is fixed in advance.

(b) Ttems are soft rectangles, whose sizes can be adjusted.

(c) Items have irregular shapes, which may be neither rectangular
NOr COnvex.

In all these problems, the container is assumed to be a rectangle with width
W and height H, and its size is minimized in the sense of W H (area), W+ H
(perimeter) or H (height) while fixing its width to W = W*. The last type is
called the problem of strip packing.

We describe that dynamic programming can be effectively used for solving
(a), and nonlinear and linear programming techniques for solving (b) and (c).
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We also touch upon the problem of packing rectangles with weights under
the constraints on the location of the center of gravity and their moment.
Nonlinear programming is also useful for such a variant.

The organization of this chapter is as follows. Section 2 gives basic defini-
tions and presents metaheuristic frameworks for the above packing problems.
It then specifically discusses problem (a), in which dynamic programming
techniques are employed. Section 3 considers problem (b), in which linear
programming and nonlinear programming are used. Section 4 briefly mentions
that a similar method can be used to pack rectangles with weights. Finally,
Section 5 deals with problem (c), where linear programming and nonlinear
programming are again used. All sections are concluded with some computa-
tional results.

2 Rectangle Packing Problem

Packing a number of rectangles, each having a fixed size, is perhaps most
popular among packing problems. It is encountered in many industrial appli-
cations, such as wood, glass and steel manufactures, LSI and VLSI design,
and newspaper paging. As the problem is NP-hard, various approximation al-
gorithms have been proposed [17, 36]. Metaheuristics have also been utilized
[14, 28, 31, 42].

We mainly treat the strip packing problem in this section. It may have
additional constraints concerning orientation of rectangles and guillotine cut
restriction [20, 58]. As for the orientation of rectangles, the following three
situations have been considered in the literature: (1) each rectangle can be
rotated by any angle, (2) each rectangle can be rotated by 90 degrees, and
(3) each rectangle has a fixed orientation. Rotation of rectangles is not al-
lowed in newspaper paging or when the rectangles to be cut are decorated
or corrugated, whereas orientation is allowed in the case of plain materials.
The guillotine cut constraint signifies that the rectangles must be obtained
through a sequence of edge-to-edge cuts parallel to the edges of the container,
which is usually imposed by technical limitations of the automated cutting
machines. In this section, we mainly focus on case (3) without the guillotine
cut constraint.

2.1 Problem formulation

We are given n items Z = {1, Is,...,I,} of rectangular shape, where each
rectangle I; € 7 has fixed width w; and height h;. We are asked to pack all
items orthogonally into the strip (container) of a fixed width W = W* and a
variable height H so as to minimize H. “Orthogonally” means that an edge
of each item is parallel to an edge of the strip.

We describe the location of an item I; by the coordinate (x;,y;) of its
bottom-left corner. The problem is formally described as follows.
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Fig. 1. An example of strip packing (rp100 with W* = 450)

minimize H
subject to 0<a; <W'—w;, 1<i<n (1)
0<yi<H-h; 1<i<n (2)

At least one of the next four inequalities

holds for every pair I; and I; of rectangles:

T +w; < xy, T +w; < g,

yi + hs <y, y;i +h; <y (3)

The constraints (1) and (2) mean that every rectangle must be placed into the
strip. The constraint (3) means that no two rectangles overlap; that is, each
inequality signifies one of the four relative locations required to avoid mutual
overlap: right-of, left-of, above and below.

We call a solution of the above problem (i.e., locations of all rectangles)
as a placement. Figure 1 shows a placement obtained by the algorithm of this
section, for the benchmark known as rp100.*

2.2 Coding schemes and decoding algorithms

In order to design algorithms for the rectangle packing problem, coding
schemes and decoding algorithms should be discussed first.

In the rectangle packing problem, if we search the x and y coordinates of
each rectangle directly, an effective search will be difficult because the number

4 Available from http://www.simplex.t.u-tokyo.ac.jp/~ imahori/packing/ins
tance.html
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of solutions is uncountably many and elimination of mutual overlap is not
easy. To overcome this difficulty, most algorithms for the rectangle packing
problem are based on some coding schemes. A coding scheme consists of a set
of coded solutions and a mapping from coded solutions to placements, and
a decoding algorithm computes for a given coded solution the corresponding
placement defined by the mapping. Desirable properties of a coding scheme
and a decoding algorithm are summarized as follows.

1. There is a coded solution that corresponds to an optimal placement.

2. The number of all possible coded solutions is finite, where a smaller num-
ber is preferable provided that property 1 holds.

3. Every coded solution corresponds to a feasible placement.

4. A fast algorithm (running in polynomial time) for decoding is available.

A standard coding scheme is to represent a solution by a permutation of
n rectangles, where the permutation specifies an order of placing rectangles
one by one. The number of all permutations is n!, and every permutation
corresponds to a placement without mutual overlap. In order to find a good
permutation among them, heuristics and metaheuristics are used in almost all
cases. A typical heuristics is just sorting the rectangles by some criteria; e.g.,
decreasing width, decreasing height, decreasing perimeter and decreasing area.
In other cases, we search good permutations by local search or metaheuristics.
The corresponding placements are computed by various decoding algorithms,
which are also called placement rules; e.g., first fit [17], bottom left [6], and
best fit [14] algorithms. We should note that, for a given permutation, different
decoding algorithms may give different placements. In order to design a good
packing algorithm using a permutation coding scheme, it is very important to
choose a good decoding algorithm.

There are other types of coding schemes. All the schemes we explain here-
after specify relative positions between each pair of rectangles I; and I; (i.e.,
one of the four inequalities of (3)). The placement corresponding to a coded
solution is the best one among those satisfying the relative positions specified
by the coded solution.

Seqence pair Most well-known in this category is perhaps the sequence pair
coding scheme [44]. A sequence pair is a pair of permutations o = (o4,0_) of
{1,2,...,n}, where 04 (I) = i (equivalently o '(i) = I) means that rectangle
1I; is the [th rectangle in permutation o . Permutation o_ is similarly defined.
A sequence pair 0 = (04, 0_) specifies which of the four conditions in (3) holds
for each pair of I; and I;, based on the partial orders =% and =¥ defined by

oy (i) <oyt (j) and 021 (i) < oZH(j) =i =5 4,
o' (i) > 07 (j) and 0= (i) < 0T (j) =i =Y 4.
This says that, if ¢ appears before j in both o4 and o_, then i <% j, ie.,

I; is placed to the left of I;, while if ¢ appears after j in o, but before j in
o_, then 7 <Y j, i.e., I; is placed under I;. Since exactly one of 7 <7 j, j =¥
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6+:123456 - 3
0-:451362 . s

Fig. 2. A sequence pair 0 = (04,0_) and its placement

i, 1 2¥ 7, 7 2¥ i always holds for a given pair of I; and I;, the constraints in
(3) can be given by the following inequalities:

xi—l—wing if ijﬁj, J)j+’u}j§$i if jjﬁi,
yi+hy <y; if ixY5, oy +hy <y if j=Yd (4)

Decoding algorithms Once we are given a sequence pair, we can compute
a best placement satisfying the constraints (1), (2) and (4) in polynomial
time using appropriate decoding algorithms; e.g., Murata et al. [44] proposed
an O(n?) time decoding algorithm, Takahashi [55] improved it to O(nlogn),
Tang et al. [56] further improved it to O(nloglogn). Here, we briefly explain
basic ideas in these algorithms. From the definition, we can obtain a feasible
placement even if we compute the z and y coordinates separately; thus, we
explain only the x direction. Let us define a set J; for each rectangle I; as
follows:

Ji={j| 0’;1(]') < 0’;1(’&') and 0= (j) < o1 (i)}.

Then, the horizontal coordinates of each rectangle I; can be computed by

S 0, if J; =10 (5)
' |\maxjeg {x; +w;}, otherwise.

If we compute (5) naively for all 4, it takes O(n?) time. But we can reduce

this to O(nlogn) by using a binary search tree as data structure.

Other coding schemes There are other coding schemes to specify one of
the four relative locations for each pair of rectangles. We briefly explain some
of them. One traditional coding scheme is to represent a solution by a binary
tree of n leaves [52]. This coding scheme can represent only slicing structures;
in other words, each placement obtained by this representation always satis-
fies the guillotine cut constraint. The leaves of a binary tree correspond to
rectangles, and each internal node has a label ‘h’ or ‘v’, where h stands for
horizontal and v stands for vertical. In this scheme, one of the four relative
locations in (3) is assigned for each pair of rectangles as follows: Let u be the
least common ancestor of I; and I;. If u has label ‘h’ and I; is a left descendant
of u (equivalently I; is a right descendant of u), then we place I; to the left
of I;. If the label of u is ‘v’, then we place I; below I;. When we are given
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a binary tree, natural decoding algorithms can compute the best placement
satisfying the above constraints in O(n) time.

Guo et al. [26] and Chang et al. [15] also proposed coding schemes based on
tree structures called O-tree and B*-tree, respectively. Their coding schemes
can represent both of slicing and non-slicing structures, and compute a place-
ment in O(n) time.

Nakatake et al. [47] proposed another coding scheme called bounded slice-
line grid (BSG in short). BSG has a grid structure and each pair of rooms in
the grid represent one of the four relative positions. We assign all the rectan-
gles to rooms, where at most one rectangle can be assigned to each room. It
is argued that O(n) number of rooms are sufficient in practice. Thus, given a
coded solution (i.e., an assignment of rectangles to rooms), we can determine
the corresponding placement in O(n) time. A hybrid metaheuristic algorithm
using BSG coding scheme was proposed by Imahori et al. [32].

2.3 Local search and simple metaheuristics

In this section, we explain the general idea of local search (LS in short). LS
starts from an initial solution and repeats replacing the current solution with
a better solution in its neighborhood until no better solution is found in the
neighborhood. Here we focus on the LS for the strip packing problem of rect-
angles, which is based on sequence pairs, though it can be easily generalized
to other settings.

Algorithm LS

Input: Data of widths w; and heights h;, ¢ = 1,2,...,n, of rectangles and
the width W* of the container.

Output: A placement of all rectangles.

Step 1 (initialization): Construct an initial sequence pair o = (o4,0_).
Compute the placement v(o) and its objective value z(o) corre-
sponding to o, and let v := v(o) and z := z(0), where v and z
denote the incumbent solution and its value, respectively.
Step 2 (local search): Repeat the following procedure until all se-
quence pairs in N (o) have been tested, where N (o) denotes the
neighborhood of o.
Select a new ¢’ € N(o) and compute v(o’) and z(o'). If
z(0") < z holds, then let v := v(0’), z := z(0¢’), 0 := 0’
and return to Step 2.

If there is no new sequence pair left in N (o), go to Step 3.

Step 3 (termination): Output v, and halt.

The search space of LS is the set of sequence pairs, whose size is (n!)2. An
initial solution is often generated randomly; we generate two random permu-
tations and use them as an initial solution. It is also possible to generate an
initial solution using some heuristic algorithm. The quality of each solution
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generated during search is evaluated by a given evaluation function z(o). It
may be equal to the objective function or may be modified from it to make
the search more effective.

Standard neighborhoods The solution output in Step 3 is locally optimal
in neighborhood N (o). The performance of LS critically depends on how the
neighborhood is designed. N (o) is commonly defined as the set of sequence
pairs obtained from ¢ by applying certain local operations. Typical operations
are shift, swap and swap* [30, 31, 44], defined as follows.

1. Shift: This operation moves an element ¢ in o4 (or o_) to the first
position or to the next position of an element j. The shift neighborhood is
defined by applying this to all pairs of ¢ and j. If only one of o and o_ is
considered, it is the single-shift neighborhood, while if each shift operation is
applied to both o4 and o_, then it is the double-shift neighborhood. The size
of single-shift neighborhood is O(n?) since we consider all pairs of i and j.
The size of double-shift neighborhood is O(n?) if we consider the j in o4 and
o_ independently. On the other hand, if we always select the same j in both
o4 and o_, then the size becomes O(n?). In this case, we insert i before and
after j, respectively, thereby examining four positions for each j. We call this
the limited double-shift neighborhood.

2. Swap: This operation exchanges the positions of ¢ and j in oy (or
in o_). The single-swap neighborhood and double-swap neighborhood are de-
fined similarly to the case of shift neighborhood. The sizes of the resulting
neighborhoods are O(n?).

3. Swap*: Let 7 and j in oy satisfy o1 () = ¢ and 04 (8) = j, with
a < . Then for each v with a < v < 8 we move i and j to location 7 in
the manner o’ (y) = j and ¢/, (y 4+ 1) = 4, while keeping the same relative
positions of other elements. This swap* operation can also be defined for o_.
We usually apply swap* operations to only one of o, and o_, yielding the
swap* neighborhood. If we consider all combinations of i, j, v, its size becomes

O(n?).

The effects of these operations may be intuitively explained as follows,
where we assume for simplicity that I; is constrained to the left of I; by o.
A shift operation applied to o4 changes the relative positions of I; and I; to
“I; above I;”, causing side effects on relative positions between I; and other
rectangles. A single-swap operation on o4 (resp., o_) changes the relative
position “I; to the left of I;” to “I; above I,” (resp., “I; above I;”). On the
other hand, a double-swap operation exchanges only the locations of I; and I},
without changing the relative positions of other rectangles. A swap* operation
brings I; and I; together to their middle locations specified by .

Evaluation function In order to obtain z(o), we compute the placement
of all rectangles by a decoding algorithm and use its objective value as z(0),
for example. Here, we should note the following.
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1. We denote
Tmax — III}g}I({xZ + wi} and Ymax = I}}g%({yz + hz}

For some sequence pair, it may happen that .« > W™ holds, that is,
there exists a rectangle that protrudes from the strip width. In order to
evaluate such infeasible solutions, we employ the following:

2(0) = Ymax + M X maX{O’ Tmax — W*}’ (6)

where M is a large constant.
2. Tt may frequently happen that z(c’) = 2z holds in Step 2 of LS. For an
effective local search, we need some mechanisms to break such ties.

Metaheuristics In general, if LS is applied only once, many solutions of
better quality may remain unvisited in the search space. Such phenomenon
may be remedied by employing ideas of metaheuristics. We describe here two
simple metaheuristic algorithms.

(1) The random multi-start local search (MLS). MLS randomly generates
many initial solutions and apply LS to each initial solution independently.
Then, the best of the obtained locally optimal solutions is output.

(2) The iterated local search (ILS) [35]. ILS is a variant of MLS, in which
initial solutions are generated by slightly perturbing a good solution obtained
during the search so far. In order to improve the performance of ILS, it is
important to generate initial solutions which retain some features of good
solutions and to avoid a cycling of solutions.

2.4 Hybrid metaheuristics for rectangle packing

We now describe a hybrid metaheuristic algorithm proposed by [31] for the
rectangle packing problem, which is based on the sequence pair coding scheme.
We first explain some ideas to decrease the neighborhood size, and then show
efficient evaluation algorithms of dynamic programming.

Critical paths and neighborhood reductions As noted in Section 2.3,
the size of the shift neighborhood is O(n?) or O(n?). In order to reduce this
size without sacrificing its effectiveness, we restrict (1) the choice of element ¢
that will be shifted in o, and (2) the positions of j to where the i is inserted.

In order to restrict the rectangle I, we utilize critical paths. Critical paths
are defined for both of the x (horizontal) and y (vertical) directions. We
first consider the y direction. Given a placement, we define a directed graph
G = (V, E) and subsets S,T C V as follows:

V={1,2,...,n},
(i,j) e E<=i=Y%j and vy, +h; =y,
S:{”y’bzo}a T:{Z|yz+hz:ymax}
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Then, we define a critical path as a directed path in GG, whose initial vertex s
is in S and final vertex t is in T'. For any placement obtained from a sequence
pair o, S and T are nonempty and there is at least one critical path. It is
possible to find all rectangles on critical paths in O(n) time. The definition
for the x direction is similar except for the following situation: If zy.x < W*,
we need not to reduce Tax, and hence we do not consider critical paths
of x direction. To reduce the size of shift neighborhood, we shift only those
rectangles I; on critical paths. It is easy to show that a solution is locally
optimal in the original shift neighborhood if no improved solution is found in
the reduced neighborhood.

In order to reduce the size of neighborhood further, we consider only the
following three types of neighborhoods with some restrictions.

(1) The single-shift neighborhood, whose size is O(n?).

(2) The limited double-shift neighborhood, whose size is O(n?).

(3) As another reduced double-shift neighborhood, we insert ¢ only
to the positions close to the current position of i in oy and o_,
respectively. To control its size, we restrict the distance from the
original position to the new positions within a/n, where a is a
parameter. The size of this neighborhood is O(a?n) for each i. We
call this the proximal double-shift neighborhood.

Fast decoding by dynamic programming First we describe an algorithm
to compute the xyax for all solutions in the double-shift neighborhood N(o).
Assume that a rectangle I; will be shifted. Here, we regard a shift operation
as consecutive two operations: Deleting ¢ from o (we denote the resulting
sequence pair by &), and inserting 7 into other positions in 64 and 6_ of 5. For
the sequence pair &, we compute the corresponding placement in O(nlogn)
time by a decoding algorithm noted in Section 2.2. Let Z; be the = coordinate
of rectangle I; and Tmax = maxy, eq\(1,}{%; + w;}-.

Now we insert 4 to the ath position in o4 and to the Sth position in o_,
respectively, and denote the resulting length of the critical path by Zmax (v, 3).
It is important to know whether I; is on the horizontal critical path or not. If
it is not on the critical path, then Zyax(a, 3) is equal to Tax. Otherwise we
compute the length of the critical path that includes rectangle I; by dynamic
programming. Let us define jiﬂ, j};ﬂ, f(a, B) and Z;(a, B) for each pair of «
and 3 such that 1 < o, 8 < n as follows:

Jhs =117 0) <a, 671(j) < B},

Ry = 11670 > 0, 57) > 6, N
f(a, B): length of the critical path for the set {I; | j € JE 5),
b(a, B): length of the critical path for the set {I; | j € J® Fiz

Based on the idea of dynamic programming, f(a, B) (respectively, b(a, 3)) can
be computed by
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1 2 3 4 5 6 1 2 3 4 5 6
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(a) computation of f(w, 3) (b) computation of b(c, 3)

(G+:1,2,3,4,5, 6_:3,1,5,4,2.)
Fig. 3. An example of computing f(c, 3) and b(c, 3)

0, . ifa=lorpf=1
fle, B) = Smax{f(a —1,8), f(e,f - 1)}, if 64 (a—1) #5-(B—-1)
fla—1,8-1)+wj, ifo(a—1)=6_(8-1) =14,
(7)
. 0, ) ifa=norfg=
b(a, B) = {max{b(a + 1, 8),b(e, B+ 1)}, if o4 () # 6 (8 ) (8)
bla+1,8+1) 4+ w;, if o1 (o) =6_(8) =4,

for all pairs of @ = 1,2,...,n and 8 = 1,2,...,n (resp., for all pairs of
a=nmn-—1,...,1and 8 =n,n—1,...,1). See Figure 3 as an example of
showing the computation order of f(a, B) and Z;(a, B). Each box in this figure
corresponds to f(a,ﬂ) (resp., 5(04,6)) for each pair of o and (3, and arrows
show how to compute each value. For the 6, and 6_ given in the figure, the
value of each shaded box is computed by the third formula of (7) (resp., (8)).
For the new placement after inserting I; into the ath position of &4 and the
Oth position of 6_, we can compute the critical path length that includes

rectangle I; by f(a, B) +w; + Z;(a, B). Thus,
i‘max(a; ﬁ) = max{imaxa f(av 6) + w; + ?)(Oz, 6)} (9)

This algorithm takes O(nlogn) time for the original decoding algorithm
applied to Z and &. Time to compute f(a, 8) and b(a, ) for all pairs of «
and 3 by (7) and (8) is O(n?). Time to compute Fmax(c, 3) by (9) is O(1)
for each pair of @ and 3, and it becomes O(n?) for all pairs of @ and 3. In
summary, the total computation time of this algorithm, i.e., time to evaluate
all solutions when rectangle I; is shifted in the double-shift neighborhood is
O(n?). This implies that it takes O(1) amortized time to evaluate one coded
solution in the double-shift neighborhood.
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We then consider the limited double-shift neighborhood. As in the above
algorithm, we first delete 7 from o and compute the placement for ¢. In this
case, we compute f(«, 3) and b(a, 8) only for necessary pairs of a and . That
is, when we insert i before or after j =64 (e« —1)=6_(6—1)in 64 and 6_,
respectively, we only need to compute f(a -1,8-1), f(a -1,8), f(a, g—1)
or f(a,3). However, these can be immediately given by f(a — 1,8 —1) =
fla—=1,8) = f(a, p —1) = Z; and f(«, 3) = Z; + w;. Thus the computation
time for each solution is O(1). The case of b(a, ) is similar.

To evaluate solutions obtainable in the single-shift neighborhood, where 4

is shifted in oy, we compute f(a, B) forall1 <a <nand 8 =0"'(i) by

] max{f(a —1,5), & +wy}, i 671(j') < 52
fla, B) = Q&0 +wyr, ife~'(j)=8-1 (10)
fla—=1,5), otherwise,

where j' = &4 (o — 1). Similar formula can be derived if ¢ is shifted in o_. In
both cases, time to compute f(a, B) for all necessary « and (3 is O(n).

To evaluate solutions in the proximal double shift neighborhood, we com-
pute f(a, ) for all oy < a < o, and G < 3 < By, where a,, — oy < 2a+/n
and B, — f; < 2ay/n hold. We first compute f(a, ;) for 1 < a < a,, by (10)
and f(a;, 8) for 1 < § < B, by the o_ version of (10). Then, we use (7) to
compute f(a,@) forall ¢ +1 < a<a, and §; +1 < 3 < 3,. Therefore, we
can compute f(a, ) for all necessary o and 3 in O(a?n) time.

In summary, we can evaluate all solutions in the limited and proximal
double-shift neighborhoods in O(nlog n)+O(a?n) time for each shifted 7. Thus
the amortized computation time for one coded solution becomes O(logn).

2.5 Computational results

We give some computational results of heuristic, metaheuristic, and hybrid
metaheuristic algorithms on test instances given by Hopper and Turton [28].
There are seven different categories called C1, C2, ..., C7 with the number
of rectangles ranging from 17 to 197, where each category has three instances.
We compare the following three algorithms: (1) A heuristic algorithm BLF-
DW (bottom left fill with decreasing width) proposed by Baker et al. [6] and
implemented by Hopper and Turton [28] (denoted BLFDW), (2) a simulated
annealing algorithm with BLF algorithm by Hopper and Turton [28] (de-
noted SA-BLF) and (3) a hybrid metaheuristic algorithm based on ILS and
dynamic programming by Imahori et al. [31] (denoted HM-SP). The results
of algorithms BLEFDW and SA-BLF are taken from [28], where these algo-
rithms were coded in C++ language and run on a PC (Intel Pentium Pro
200 MHz, 65 MB memory). The results of HM-SP are taken from [31], which
was coded in C language and run on a PC (Intel Pentium IIT 1 GHz, 1 GB
memory). Based on the benchmark results of SPECint from SPEC web page
(http://www.specbench.org/), the latter CPU is about six times faster than
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Table 1. Comparison of three algorithms for the rectangle packing problem

BLFDW SA-BLF HM-SP
category m  ratio time ratio time ratio time
C1 17 89 < 0.1 96 42 97.56 10.0
C2 25 84 <01 94 144 93.75 15.0
C3 29 88 < 0.1 95 240 96.67  20.0
C4 49 95 <01 97 1980 96.88 150.0
C5 73 95 <01 97 6900 97.02 500.0
C6 97 95 < 0.1 97 22920 96.85 1000.0
c7 197 95 0.64 96 250860 96.55 3600.0

the former. Results are shown in Table 1. Column “ratio” shows the average
of the following ratio,

(total area of rectangles)

100
X (output value of H) x W*’

(i.e., the larger the better). Column “time” shows the computation time in
seconds for one instance.

From the table, we observe that BLEFDW is much faster than others, but
the quality of output solutions is slightly worse. The solution quality of two
metaheuristics are similar, but HM-SP is superior to SA-BLF in the compu-
tation time.

3 Packing Soft Rectangles

In this section we assume that all rectangles are soft. Namely, the width w;
and the height h; of rectangle I; can be adjusted within given constraints. For
example, the constraints may specify their lower and upper bounds:

(11)

We may also add the constraint that the aspect ratio h; /w; is bounded between
its lower bound r¥* and upper bound r¥:

rEw; < hi <rYw;. (12)

Another type of constraint common in applications is that each rectangle I;
must have either a given perimeter L, or a given area A; (or both):

w; + hi > Ly, (13)



Hybrid Metaheuristics for Packing Problems 13

In addition, we may consider that the locations (z;,y;) of rectangles I, are
pre-determined in some intervals:

L U
xy <m <w,

yl <y <y?. (15)

To our knowledge, there is not much literature on the problem using soft
rectangles, except such papers as [16, 34, 45, 59] containing algorithms and
[46] containing a theoretical analysis, even though the problem has wide ap-
plications.

Applications can be found, for example, in VLSI floorplan design [16, 34,
44, 45, 59] and in resource constrained scheduling. In the VLSI design, each
rectangle represents a block of logic circuits consisting of a certain number of
transistors, which occupy certain area, and must have at least some perimeter
length to accommodate connection lines to other blocks. The shape of each
rectangle is adjustable, but required to satisfy the constraints as stated above.
In a scheduling application, each rectangle may represent a job, to be assigned
to an appropriate position on the time axis (horizontal), where its width
gives the processing time of the job and its height represents the amount of
resource (per unit time) invested to process the job. In this case, the area of
the rectangle represents the total amount of resource consumed by the job,
which is again required to satisfy the above constraints.

In the following, we focus on the local search algorithm proposed by [29],
which is based on the sequence pair (defined in Section 2.2). Given a se-
quence pair, the problem of computing the sizes and placement of rectangles
is formulated as a linear programming problem or nonlinear programming
problem (more exactly, convex programming problem) depending on the con-
straints and objective functions. Although these mathematical programming
algorithms are quite efficient, it still consumes some amount of time, and it is
carefully considered how to reduce the neighborhood sizes.

3.1 Problem statement

As the objective function, we may choose to minimize the perimeter of the
container, i.e.,
minimize W + H (16)

or to minimize its area,
minimize WH, (17)

where W and H are the variables that satisfy

z;+w; <W forall i,
yi+h; < H  forall i. (18)

In the strip packing problem, the width of the container is fixed to W = W*,
and its height H is minimized:
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minimize H, (19)
under the constraint

T +w; < W™ for all 1,
yi+h; <H for all <. (20)

Therefore, if a sequence pair o is specified, we are required to solve the
mathematical programming problem P(o) to minimize objective function
(16), (17) or (19) under the constraints:

(11), (12), (13) (and/or (14)), (15), (18) (or (20)) for all ¢,
(4) for all ¢ and 7, (21)
T, Yi > 0 for all 4.

It is important to note that the feasible region defined by constraints
(21) is conver, as illustrated in Figure 4. Therefore, if the objective function
is convex, we obtain a convex programming problem, and can solve it by
existing efficient algorithms (e.g., [11, 48]). This is the case when we want
to minimize (16) or (19). The problem with objective function (17) is not a
convex programming problem, but is a so-called multiplicative programming
problem for which some efficient approaches are also known (e.g., [38]).

=
g
=
|
b

wk w- Wi
3

w:-+h.-=1L.

1 l 12

Fig. 4. Feasible region for the w; and h; of rectangle I;

Two test problems From the above varieties, two simple problems will
be discussed in the following. The first type minimizes the perimeter of the
container under the perimeter constraints (13) of rectangles.
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Pyeri(0) : minimize W + H
subject to (11),(13), (18) for all ¢
(4) for all ¢ and j (22)
i, Yi >0 for all i.
This gives rise to a linear programming problem for each given sequence pair
o, and is called the perimeter minimization problem.

The second type is the strip packing problem under the area constraints
(14) of rectangles, which is formulated as a convex programming problem.

Parea(o) : minimize H + Ms

subject to (11), (14) for all i
i +w; <W*+s forall ¢
yvi+h; <H for all 1
(4) for all ¢ and j (23)
$>0
i, ¥i >0 for all 1.

Here the variable s is introduced to keep the problem feasible, by adding
penalty term M s to the objective function (19) with a large positive constant
M. This is called the area minimization problem.

3.2 Neighborhood reductions

Starting from the standard neighborhoods as described in Section 2.3, we
consider how to reduce their sizes further.

Critical paths Given a placement v(o), we consider horizontal and vertical
critical paths as described in Section 2.4. It is often attempted (e.g., see Section
2.4 and [30]) to restrict I; to be in a critical path, while I; can be any. We
call the resulting neighborhoods like single-swap critical neighborhood, swap*
critical neighborhood and so forth.

In handling soft rectangles, a placement v (o) tends to have many critical
paths, since each rectangle is adjusted so that it directly touches horizon-
tally adjacent rectangles or vertically adjacent rectangles. As a result, the
restriction to critical paths is not very effective in reducing the neighborhood
size. To remedy this to some extent, we define the single-swap lower-bounding
critical neighborhood by restricting I; to be in a critical path and to satisfy
w; = wf if the critical path is horizontal (or h; = hf if vertical), since such
a rectangle I; cannot be shrunk any further. Similar argument applies also
to other types of neighborhoods, resulting in the single-shift lower-bounding
critical neighborhood and others.

Computational comparison of neighborhoods To evaluate the power
of the above neighborhoods, preliminary computational experiment was con-
ducted in [29] for the following neighborhoods, abbreviated as
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Sg-shift: single-shift neighborhood,

Db-shift: double-shift neighborhood,

Sg-swap: singel-swap neighborhood,

Db-swap: double-swap neighborhood,

SgCr-shift: single-shift critical neighborhood (similarly for DbCr-shift,
SgCr-swap, DbCr-swap),

swap*: swap* neighborhood,

SgLb-shift: single-shift lower-bounding critical neighborhood (simi-
larly for SgLb-swap and Lb-swap*),

SgAd-swap: single-swap adjacent lower-bounding critical neighbor-
hood.

According to the computational results, SgLb-swap appears to be reason-
ably stable and gives good results in most cases. However, it still requires
rather large computation time. To shorten its time, we further restrict rectan-
gles I; and I; to be swapped to those which are lower bounding (i.e., w; = wk
or h; = hiL holds depending on the direction of the critical path) and are ad-
jacent in some critical path. The resulting neighborhood is denoted as SgAd-
swap. The quality of the solutions obtained by SgAd-swap is not good, but it

consumes very little time compared with others.

Further elaborations To reduce the neighborhood sizes further while
maintaining high searching power, three more modifications were added.

The first idea is to look at a rectangle which belongs to both horizontal
and vertical critical paths. We call such a rectangle as a junction rectangle.
It is expected that removing a junction rectangle will break both the hori-
zontal and vertical critical paths, and will have a large effect of changing the
current placement. Thus we apply single-shift or double-swap operations to
a junction rectangle I; with any other rectangles I; which are not junctions
(in the case of double-swap we further restrict I; to have a smaller area than
I;). We then apply these operations to all junction rectangles I;. If an im-
provement is attained in this process, we immediately move to local search
with SgLb-swap neighborhood for attaining further improvement. This cycle
of “junction removals” and “local search with SglLb-swap” is repeated un-
til no further improvement is attained. The resulting algorithms are denoted
Je(Sg-shift)+SgLb-swap or Je(Db-swap)+SgLb-swap, respectively, depending
on which operation is used to move the junction rectangle.

To improve the efficiency further, it was tried to replace the SgLb-swap
neighborhood in the above iterations with SgAd-swap, which was defined at
the end of the previous subsection. Using this neighborhood in place of SgLb-
swap, we obtain algorithms Jc(Sg-shift)+SgAd-swap or Jc(Db-swap)+SgAd-
swap.

Experiment shows that these four attain similar quality, but the last one
Je(Db-swap)+SgAd-swap consumes much less computation time than others.

The last idea is to make use of vacant areas existing in a given placement.
To find some of such vacant areas by a simple computation, we use the fol-
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lowing property. Let the current sequence pair o satisfy ¢ <% j and there is no
k such that i <% k =¥ j (i.e., i is immediately to the left of 7). In this case, if
x; +w; < x; holds, there is some vacant area between ¢ and j. We pick up the
largest one among such vacant areas, in the sense of maximizing z; — (z; +w;).
Let i* and j* be the resulting pair. Then we apply Sg-swap operations on o™
between those i and j such that i € o is located in distance at most 5 from
i* (forward or backward, i.e., |0 (i) — o' (i*)| < 5), and j € o+ is located
in distance at most 5 from j* (forward or backward).

This neighborhood is derived by horizontal argument. Analogous argument
can also be applied vertically, and we consider the local search based on the
resulting two types of neighborhoods, denoted SgVc-swap.

As a conclusion of preliminary experiment, the following combined neigh-
borhood was chosen.

Neighborhood A: Neighborhood Jc(Db-swap)+SgAd-swap with the
addition of neighborhood SgVc-swap.

In the experiment of the next section, the two neighborhoods in A are
combined in the following manner: First apply local search with Jc¢(Db-
swap)+SgAd-swap until a locally optimal solution is obtained, and then im-
prove it by local search with SgVc-swap. The best solution obtained is then
output.

3.3 Computational results

Benchmarks and experiment The benchmarks® known as ami49 and
rpl100 were used. They involve 49 and 100 hard rectangles, respectively, whose
widths and heights are denoted w? and h?. In the case of the perimeter mini-
mization problem, we set the lower and upper bounds on widths and heights
as follows.

wh = (1= ejud, w? = (1+ e
BE = (1= k%, hY = (1 + e)hl, (24)

where e is a constant like 0.1,0.2, etc. The perimeter L; in (13) of each rect-
angle I; is set to L; = w? + hY.

For the area minimization problem, we first set the areas A; in constraint
(14) by A; = wYh? for all i, the bounds on h; as in (24), and then the bounds
on w; by

wl = A;/hY and wY = A;/hF. (25)

The algorithm was coded in C language, and run on a PC using Pentium
4 CPU, whose clock is 2.60 GHz and memory size is 780 MB. The linear and
convex programming problems are solved by a proprietary software package

5 See the footnote in Section 2.1
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NUOPTS® of Mathematical Systems Inc., where the linear programming is
based on the simplex method and the convex programming is based on the
line search method.

Perimeter minimization The first set of instances of the perimeter min-
imization problem (22) are generated from ami49 by setting constants e in
(24) to e = 0.0, 0.1, 0.2, 0.3, respectively. For each e, five runs are conducted
from independent random initial solutions and average data are given in Ta-
ble 2. The meaning of rows is as follows: Candidates: The number of solutions
o tested, Improvements: The number of improvements attained in LS, Time:
CPU time in seconds, Density: Total area of rectangles over the area of con-
tainer, W + H and H: Objective values. Note that Density and H are given
both the average and best values in five runs.

From these results we see that the local search could obtain reasonably
good solutions, except for the case of e = 0.0 (i.e., all rectangles are hard).
As we reduced the neighborhood size to a great extent, in order to make the
whole computation time acceptable, the resulting size appears not sufficient
for handling hard rectangles.

Table 2. Perimeter minimization problem with different e

Benchmarks e=00 e=01 e=02 e=0.3
Candidates 413.8 7877.6 12400.0 11472.2
Improvements 34.6 153.0 218.8 236.2

Time (secs) 28.0 641.8 11424 897.4

amid9  Density(avg.) 61.3 92.6 97.1 97.6
W-+H(avg.) 15268.4 12346.3 11719.9 11401.9
Density(best) 66.3 97.7 98.5 98.7

W+H(best)  14644.0 11903.5 11686.8 11677.9

Table 3. Area minimization problem with fixed widths W*

Benchmarks W* =800 W*=1000 W=* = 1200
Candidates 4156.2 3200.6 2195.0
Improvements 241.2 184.2 140.4

Time (secs) 967.2 743.2 511.6

ami4d9  Density(avg.) 98.8 95.9 91.9

H (avg.) 8152.5 6744.5 5868.5

Density (best) 99.5 99.5 98.5

H (best) 8097.6 6479.5 5454.4

Area minimization The area minimization problem (23) was solved for
three different W* and e = 0.2, where five runs from random initial solutions
were again carried out. The results are shown in Table 3. Although, in this

5 http://www.msi.co.jp/english/
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case, the convex programming problems P,;¢a(0) are used instead of the linear
programming problems, the computation time does not increase much, and
very dense placements are obtained in most of the tested instances.

Finally, a large benchmark rpl100 with 100 rectangles was tested. Table 4
gives the results of problems (22) and (23) with e = 0.2 and W* = 450 (in
the case of (23)). The obtained result for the area minimization is shown in
Figure 5. Considering that 2-3 hours were consumed for each run, it appears
difficult to handle larger instances than these with this approach.

Fig. 5. Area minimization with rp100 (W™ = 450)

Table 4. Results with 100 rectangles

Benchmarks Perimeter Area
Candidates 35012 15933
Improvements 536 500

rpl100 Time (secs) 7268.5 10101.5
Density (%) 97.6 98.8

H 888.8 461.4

4 Rectangles with Weights

The packing problem of rectangles with weights is also found in some appli-
cations, where each rectangle has weight d;. In this case, the center of each
rectangle is given by (z; + w;/2, y; + h;/2), and constraints involving their
center of gravity
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(w) = (% S i+ wif2), i+ mm) ,

where D = ). d;, may be added. The objective function to minimize may be
their kth moment (e.g., kK = 1 or 2) around the center of gravity,

Zdi (\/(xi +wi/2 =) + (y; + hi/2 — 96)2)k

This type of problem can also be handled in the local search framework as
described in the previous section, in which the placement corresponding to a
given sequence pair can be computed by nonlinear programming. An attempt
in this direction is being made by [39]. Figure 6 shows a solution obtained in
their preliminary experiment, where the center of gravity is constrained to be
the middle and the first moment is minimized. Note that darker rectangles
represent heavier items.

Fig. 6. Minimization of the first moment of rectangles with weights

5 Irregular Packing

In this section, we assume that given items are general polygons or arbitrary
shapes that are not necessarily rectangular nor convex. Such problems are
called irregular packing or nesting problems (or sometimes called marker mak-
ing). Figure 7 shows an example of packing nonconvex items for the benchmark
known as “swim” (see Section 5.7). There are many practical applications,
e.g., in the garment, shoe and ship building industries, and many variants
have been considered in the literature. Among them, the irreqular strip pack-
ing problem has been extensively studied. Given n polygons and a rectangular
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Fig. 7. An example of packing nonconvex polygons

container (i.e., a strip) with constant width W* and variable height H, this
problem asks to find a feasible placement of the given polygons into the strip
so as to minimize the height H of the strip. As in the case of the rectangle
packing problem, a placement is feasible if no polygon overlaps with any other
polygon or protrudes from the strip. It has three variations with respect to
the rotations of polygons: (1) rotations of any angles are allowed, (2) finite
number of angles are allowed, and (3) no rotation is allowed. (Note that case
(3) is a special case of (2) in which the number of given orientations of each
polygon is one.) In this section, we mainly focus on case (3) for simplicity.
In many practical applications such as textile industry, rotations are usually
restricted to 180 degrees because textiles have the grain and may have a draw-
ing pattern, while in such applications as glass, plastic etc., rotations of any
angles are allowed. As mentioned in [27, 43], small rotations of any angles
(e.g., a few degrees) in addition to 180 degrees are sometimes considered even
for textiles in order to make the placement efficient.

A big difference of irregular packing from rectangle packing is that the in-
tersection test between polygons is considerably more complex. Some heuristic
algorithms use approximation of the given shapes, while many of the recent
algorithms use a geometric technique called no-fit polygons, whose details will
be explained in Section 5.2.

A standard way of designing heuristics is to put polygons one by one into
the container according to a sequence of the given polygons. Most of the con-
struction heuristics are based on this scheme, e.g., [3, 12, 51], which can be
viewed as the irregular counterpart of the bottom-left heuristics for the rect-
angular case. A recent heuristic algorithm by Burke et al. [13] is quick and
its solution quality is promising. It is also effective to apply local search (or
metaheuristics) to find good sequences of polygons that lead to good place-
ments when a construction algorithm is applied (i.e., a sequence is a coded
solution and the construction algorithm is a decoding algorithm) [24].
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Among many heuristic and metaheuristic algorithms, we focus our atten-
tion on hybrid approaches with mathematical programming. Such approaches
seem to be effective in obtaining solutions of high quality especially when we
have sufficient computation time.

In the following, we first define the irregular strip packing problem in Sec-
tion 5.1, and then explain the idea of no-fit polygons in Section 5.2. In Sec-
tion 5.3 we define some important subproblems, which are useful to solve the
original packing problem efficiently. Then in Sections 5.4 and 5.5 we describe
how mathematical programming techniques are utilized for the irregular pack-
ing problems. In Section 5.6 we briefly summarize metaheuristic algorithms
incorporated with mathematical programming techniques, and finally in Sec-
tion 5.7 we give some computational results of recent hybrid metaheuristics.

5.1 Irregular strip packing problem

We are given a set P = {Py, P»,..., P,} of polygons, and a rectangular con-
tainer (i.e., strip) C = C(W*, H) with a width W* > 0 and a height H, where
W* is a constant and H is a nonnegative variable. We describe the location
of a polygon P; by the coordinate v; = (z;,y;) of its reference point, where
the reference point is any point of the polygon (e.g., a vertex of the polygon
or the center of gravity; in the rectangular case, we set the bottom-left corner
to be the reference point). The vector v; = (z;,y;) is called the translation
vector for P;. For convenience, we regard each polygon P; and the container
C as the set of points inside it including the points on the boundary when its
reference point is put at the origin O = (0,0). Then, we describe the polygon
P; placed at v; by the Minkowski sum P; @ v; = {p+wv; | p € P;}. For a
polygon S, let int(S) be the interior of S, &S be the boundary of S, S be
the complement of S, and cl(S) be the closure of S. Then the irregular strip
packing problem (ISP) is formally described as follows.

(ISP) minimize H
subject to Int(P, ®v;) N (P;dwv,) =0, 1<i<j<n

H >0,
v; € R?, 1<i<n.
We represent a solution of problem (ISP) by an n-tuple v = (v1,va,...,v,),

which is the essential part of the decision variables because the minimum
height H of the container is determined by

Huin(v) = max{y | (z,y) € P; & vi, Pi € P}
—min{y | (z,y) € P, ®v,;, P, € P}
and (P; @ v;) € C(W*, Hpin(v)) holds for all P; € P if and only if
W* > max{z | (z,y) € P, ®v;, P, € P}
—min{z | (z,y) € P, ®v;, P; € P}.
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5.2 Intersection test and no-fit polygon

We consider in this section how to test the intersection between polygons.
One popular idea for speeding up this test is to represent the polygons ap-
proximately. Some heuristic algorithms [5, 50] are based on raster (or bitmap)
representation of the given polygons. Main drawback of this approach is that
an appropriate choice of raster size is not easy. If the raster is rough, the
intersection test is quick, but it will suffer from inaccuracy caused by the ap-
proximation inherent in the raster representation. On the other hand, if the
raster is minute, the intersection test becomes expensive, and the memory
space to keep the raster representation of polygons becomes huge.

Okano [49] proposed a technique that approximates polygons by a set of
parallel line segments, which is called scanline representation. (His algorithm
was designed for the two-dimensional bin packing problem, but it is appli-
cable to various irregular packing problems including (ISP).) The number of
scanlines is usually much smaller than that of pixels in a raster representation
when the same resolution is required.

One of the most popular geometric techniques used for the intersection
test is nmo-fit polygon. This concept was introduced by Art [4] in 1966, who
used the term “shape envelope” to describe the positions where two polygons
can be placed without intersection. This technique is used in many algorithms
for (ISP) [1, 3, 9, 24, 25, 51], where Albano and Sapuppo [3] seems to be the
first who used the term “no-fit polygon.” This concept is also used for other
problems such as robot motion planning and image analysis, and is called
in various names such as Minkowski sums and configuration-space obstacle.
Practical algorithms to calculate the no-fit polygon of two non-convex poly-
gons have been proposed, e.g., by Bennell et al. [10] and Ramkumar [53].

The no-fit polygon NFP(P;, P;) of an ordered pair of two polygons P; and
P; is defined by

NFP(P;, Pj) = int(P;) & (—int(P;)) = {u — w | v € int(F;), w € int(FP;)}.

When the two polygons are clear from the context, we may simply use NFP
instead of NFP(P;, P;). The no-fit polygon has the following important prop-
erties:

e P; ®wv; overlaps with P; & v; if and only if v; — v, € NFP(FB;, P;).
e P; ®vj; touches P; & v; if and only if v; — v, € ONFP(P;, P;}).
e P, ®wv; and P; v are separated if and only if v; —v; & cl(NFP(F;, P})).

Hence the problem of checking whether two polygons overlap or not becomes
an easier problem of checking whether a point is in a polygon or not. Figure 8
shows an example of NFP(P;, P;).

When P; and P; are both convex, ONFP(P;, P;) can be computed by the
following simple procedure: We first place the reference point of P; at the
origin O = (0,0), and slide P; around P; having it keep touching with P;.
Then the trace of the reference point of P; is ONFP(P;, P;).
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Vi AN

NFP(P;, P))

Fig. 8. An example of NFP(P;, P;), where O is the origin

We can also check whether a polygon P; protrudes from the container C'
or not similarly by using NFP(C, P;), which is the complement of a rectangle
whose boundary is the trajectory of the reference point of P; when we slide
P, inside C having it keep touching with C. (Gomes and Oliveira [24, 25| call

NFP(C, P;) inner-fit rectangle.)

5.3 Overlap minimization, compaction and separation

In this section, we introduce three important subproblems of (ISP), overlap
minimization, translational compaction and separation problems [33, 40]. Al-
gorithms for these problems will be discussed in the next section.

Overlap minimization problem For this problem, infeasible placements
that have overlap and/or protrusion are allowed, and the height H of the
container C' is a given constant (e.g., temporarily fixed in a heuristic algo-
rithm). For a given placement v = (vi,v2,...,vy), let fi;(v) be a function
that measures the amount of overlap of P; @ v; and P; & v;, and g;(v) be a
function that measures the amount of protrusion of P; &wv; from the container
C(W*, H). Then the objective of this problem is to find a placement v € R?"
that minimizes the total amount of overlap and protrusion

Fo)= Y fy@)+ > gilv).

1<i<j<n 1<i<n
It is not hard to see that this problem is NP-hard.

Translational compaction problem This problem is formulated as a
two-dimensional motion planning problem. We are given a feasible placement
v (i.e., v has no overlap or protrusion). The polygons and the container can
move (translate) simultaneously, and the height H of the container can change.
During a legal motion, the polygons cannot overlap each other nor protrude
from the container. The objective is to minimize the height H of the container.
See an example in Figure 9.

Li and Milenkovic [40] showed that this problem is PSPACE-hard. They
also considered more general formulation, and mentioned different possibilities
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n |

Fig. 9. An example of translational compaction

of utilizing this problem; e.g., to make a big hole in the given placement by
moving polygons away from a given point.

Translational separation problem We are given an infeasible placement v
(i.e., some polygons overlap and/or protrude from the container). The problem
is to find a set of translations of the polygons that eliminates all overlaps and
protrusion while minimizing the total amount of translation.

Li and Milenkovic [40] showed that simple special cases of this problem
are NP-hard.

5.4 Nonlinear programming approach to overlap minimization

Imamichi et al. [33] considered the overlap minimization problem as an un-
constrained nonlinear program, and incorporated a nonlinear programming
technique in their heuristic algorithm. They defined the amount of overlap
fij(v) and protrusion g;(v) based on the concept of penetration depth so that
they are smooth. Then they showed that differential coefficients V f;;(v) and
Vgi(v) can be computed efficiently, as they are needed in nonlinear program-
ming algorithms.

The penetration depth (also known as the intersection depth) is an im-
portant notion used in robotics, computer vision and so on [2, 18, 37]. The
penetration depth 0(P; @ v;, P; @ v;) of two overlapping polygons P; and P;
placed at v; and v, respectively, is defined to be the minimum translational
distance to separate them. If two polygons do not overlap, their penetration
depth is zero. The formal definition of the penetration depth is given by

5(Pz @’Ui,Pj @vj) = mln{||'u,|| | int(Pi @'Ui) n (Pj D v; EB’U/) = (Z),u S RQ},

where || - || denotes the Euclidean norm.
The penetration depth §(P; & v;, P; @ v;) is the minimum distance from
v; — v; to the boundary ONFP(P;, P;) of the no-fit polygon. See an example
in Figure 10, where arrow w is the minimum translation vector that separates
the two polygons. Then the amounts of overlap and protrusion are defined by
fij(v) =0(P; @v;, P ®v;)*, 1<i<j<n

gi(v) = 8(cl(C), P, ® v;)*, 1<i1<n,
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NFP(P;, Py)

Fig. 10. The computation of penetration depth via no-fit polygon

where ¢ > 0 is a parameter. Under this definition, for any placement v,
the function values f;;(v) and g¢;(v) as well as Vf;;(v) and Vg;(v) can be
computed efficiently by using no-fit polygons. They set a = 2 for the following
two reasons:

e At the boundary of no-fit polygons (i.e., when two polygons touch each
other), f;;(v) and g;(v) are differentiable if and only if a > 1.
e The formulae of Vf;;(v) and Vg;(v) become the simplest when a = 2.

Then the problem becomes an unconstrained quadratic programming
problem (e.g., [11]), for which many efficient algorithms for finding locally op-
timal solutions exist; e.g., quasi-Newton method, conjugate gradient method,
etc.

5.5 Linear programming approach to translational compaction and
separation

Li and Milenkovic [40] proposed linear programming (LP) approaches for
translational compaction and separation problems, which are called the com-
paction and separation algorithms, respectively. Similar ideas are also used
in [9, 25, 54]. We first explain their method for compaction.

The main idea is to restrict the search to a convex subregion of the origi-
nal problem, which is realized by adding artificial linear constraints, in order
to apply linear programming methods. They call the heuristic rules to add
such constraints locality heuristics. The subregion should contain the given
placement, and a larger region is preferable.

Let v(® be the given placement and Av be the translation added to v
(i.e., v(® is the given constant, Av is the decision variable, and v(® + Av
gives the modified placement). Among the constraints of problem (ISP), only
the first one

0)

int(P; @& (0 + Av)) N (P @ (v + Av)) =0, 1<i<j<n,
which is equivalent to

(0 + Av;) — (017 + Av;) € NFP(P;, ), 1<i<j<n,
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is nonconvex, and others are convex linear. The objective of the locality heuris-
tics is to define, for each pair of P; and Pj, a subset S;; (v(9) C NFP(P;, P;))
that has the following properties: (1) convex, (2) large, and (3) contains
1);0) - ’UEO). Then, for such subsets Sij(v(o)), it is not hard to see that the
following problem is a linear programming problem:

minimize H
subject to (v§0) + Avj) — (UEO) + Av;) € S;;(v®), 1<i<j<n

(P @ (v + Avy)) C C(W*, H), 1<i<n
H >0,
Av; € R?, 1< <n.

Note that Li and Milenkovic [40] used a different objective function }  p, . div;
in their LP formulation, where d; is a desirable direction to move each polygon
P;, and the above formulation is due to [9, 25].

Figure 11 is an example of a subregion outside a no-fit polygon. The left
(0)

figure shows the given placement v; ’ and vg-o) of two polygons F; and Pj,

while the right figure shows the corresponding position of 'u;-O) — 'UEO)
no-fit polygon NFP(P;, P;), and a convex set S;;(v(?)) C NFP(P;, P;) that

satisfies v;o) - v§0) € S (v).

against

Fig. 11. A convex subregion S;;(v(?)) outside NFP(P;, P;)

The locality heuristic procedure in [40] defines the boundary of S;;(v(?))
as follows. Starting from an edge of NFP(P;, P;) close to” 'vg-o) — ’UEO), it walks
along ONFP(P;, P;) in both clockwise and counterclockwise directions, and the
trace of the walk becomes the boundary 05;; (v®). When walking clockwise,
98;;(v(?)) should make only left turns to keep S;;(v(®)) convex. If the next

edge of NFP turns to the left (i.e., a concave vertex of NFP), the walk follows

" Li and Milenkovic [40] consider a special type of polygons called star-shaped, and
define the origins of no-fit polygons accordingly. Then the edge that crosses with
the line segment from the origin to the point v;o) — !9 is chosen. This is not

necessarily the closest edge.
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it; otherwise, the walk extends the current edge until it intersects with NFP.
This procedure continues until it can extend the current edge infinitely. The
walk to the counterclockwise direction is similar. The resulting S;;(v(®)) can
be different if the starting edge is different. Gomes and Oliveira [25] suggest to
choose a convex subregion whose closest edge from vg-o) — UEO) is most distant.
Intuitively, this rule has an effect of making more margin for compaction.

Given an optimal solution Av* to the above LP problem, we can repeat
the same procedure from the new placement v = v(©) + Av*. Hence we
can generate a sequence of improved placements v(©), v v . until the
objective values of v*) and v**1) become the same for some k. It is not
hard to observe that any convex combination of two consecutive placements
tv® + (1 — ) (0 <t <1, 1 =0,1,...,k) is feasible. Hence such a
sequence of placements gives a (piecewise linear) legal motion to the transla-
tional compaction problem.

Here it should be noted that having the constraints (v§0) + Av;) — (vgo) +
Av;) € 55 (v®) for all pairs of polygons is not necessary in practice, and is
time consuming. Hence such constraints are usually imposed only for relatively
close pairs in the current placement [9, 40].

Similar technique is applicable to the translational separation problem. For
a given infeasible placement v(®), we can define a convex subregion S;;(v(?)
similarly even for overlapping polygons; e.g., by making a walk starting from
an edge close to v;o) — UEO), where the constraint 'v§-0) — 'vz(-o) € Sij(v®)
cannot hold in this case. Then the objective of the resulting LP problem,
whose constraints are the same as the LP model for compaction, is to find a
feasible placement that is close to v(9).

If the above LP problem is infeasible, then no feasible placement is found.
To deal with such situations, Bennell and Dowsland [9] relax the violated
constraints slightly and solve the modified LP problem again; then repeat a
limited number of such steps. Gomes and Oliveira [25] consider a modified
formulation in which the objective is the sum of the penalty for violating
constraints (v§0) + Av;) — ('vgo) + Av;) € S;;(v(®). This can be regarded as
an algorithm for a variant of the overlap minimization problem.

5.6 Hybrid approaches

In this section, we summarize hybrid metaheuristic approaches for the irreg-
ular strip packing problem.

Imamichi et al. [33] proposed an iterated local search (ILS) algorithm, in
which the nonlinear programming technique in Section 5.4 is incorporated.
(The framework of ILS was explained in Section 2.3.) The core part of their
ILS is the algorithm for the overlap minimization problem. They fix the height
H of the container temporarily, and solve the overlap minimization problem.
If a feasible placement is found (resp., not found), they reduce (resp., in-
crease) H slightly, and solve the overlap minimization problem again. Such
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iterations are repeated until some stopping criterion is met. They used the
quasi-Newton method for the nonlinear programming formulation of the over-
lap minimization problem, explained in Section 5.4. Given an initial solution
(to the overlap minimization problem), the quasi-Newton method is applied,
which can be viewed as local search since it iteratively improves the current
solution by applying slight modifications to it until a locally optimal solution
is found. This local search is iterated from different initial solutions, and the
entire algorithm is regarded as ILS. The perturbation for generating the next
initial solution is realized by a swap of the positions of two polygons, which
are found by a sophisticated algorithm based on no-fit polygons under the
condition that other polygons do not move.

There are other metaheuristic algorithms based on different formulations
of the overlap minimization problem. Umetani et al. [57] defines the penalty
of two overlapping polygons to be the minimum translational distance in a
specified direction (e.g., horizontal or vertical direction) to separate them.
Egeblad et al. [21] defines the penalty of two overlapping polygons to be
their overlapping area. In these papers, they devise efficient algorithms to find
the best position of a polygon when it is translated to a specified direction,
and use them to define neighborhood operations. Such efficient neighborhood
search algorithms are then incorporated in guided local search framework in
both papers. They can be regarded as hybridization of metaheuristics and
algorithmic techniques for computational geometry.

Compaction approaches can modify given feasible placements to more ef-
ficient ones, but cannot perform wider search. This limitation is shown in [7],
which finds that the compaction of randomly generated solutions cannot com-
pete with local search. Thus, it seems meaningful to combine metaheuristics
with compaction/separation algorithms.

Bennell and Dowsland [9] proposed a hybrid approach of separation/com-
paction and tabu thresholding algorithm, whose original version without hy-
bridization was proposed in [8]. Their algorithm basically deals with the over-
lap minimization problem whose objective function is similar to [57]. Their
neighborhood operation is to move a polygon to another position in the con-
tainer. Tabu thresholding, proposed in [22], is a variant of tabu search. It
consists of two phases called the improving phase and the mixed phase, and
these phases are alternately repeated. The improving phase is a standard lo-
cal search, while non-improving moves are allowed in the mixed phase. In the
mixed phase, the neighborhood is divided into subareas, and for each move
one of them is chosen and the best neighbor in it is chosen even if it is worse
than the current solution. They apply separation and compaction for the lo-
cally optimal solutions obtained after improving phases, but they limit the
application of separation/compaction only for promising solutions because it
is computationally expensive.

Gomes and Oliveira [25] proposed a hybrid approach of separation/com-
paction with simulated annealing. They limit the search space to feasible
placements, and allow infeasible placements only when trial solutions are gen-
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erated by the neighborhood operation, where they adopt the swap neighbor-
hood (i.e., the positions of the two polygons are exchanged). Whenever a trial
solution is generated, separation and compaction algorithms are applied, and
the new placement is evaluated by the height H of the container if it is feasible,
and is discarded if separation fails.

5.7 Computational results

We briefly report some computational results of algorithms which give high
quality solutions. They are (1) the iterated local search incorporated with
quasi-Newton method (denoted as ILSQN) proposed in [33], (2) the simulated
annealing incorporated with separation and compaction (denoted as SAHA)
proposed in [25], and (3) the guided local search (denoted as 2DNest) proposed
n [21]. The instances are available from the ESICUP web site.® For these
instances, rotations of fixed degrees are allowed.

Table 5 shows their efficiency in % and computation time in seconds, where
the efficiency of a solution is measured by the ratio ) . (area of P;)/W*H,
which is shown in column “EF.” The results were taken from their original
papers unless otherwise stated. (The results of ILSQN are those reported in
the full paper version of [33], which was submitted for publication.) Note
that the stopping criteria of these algorithms are different; column “time”
shows the time limit of each run for ILSQN and 2DNest, while it shows the
average computation time of all runs for SAHA. Column NDP, TNP and
ANV show the number of different polygons, the total number of polygons,
and the average number of vertices of different polygons, respectively. The
value with “i” has been corrected from the one reported in [25] according
to the information sent from the authors. The best results among the three
algorithms are marked with “x.” From the table, we can observe that ILSQN
is somewhat better than the others.
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