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Abstract

In this paper we propose new numerical methods for Fredholm integral equations of the
second kind with weakly singular kernels. The methods are developed by means of the
Sinc approximation with smoothing transformations, which is an effective technique against
the singularities of the equations. Numerical examples show that the methods achieve
exponential convergence, and in this sense the methods improve conventional results where
only polynomial convergence have been reported so far.

1 Introduction

The purpose of this paper is to develop high order numerical methods for Fredholm integral
equations of the form

b
Mu(t) — / it — sP=k(t, s)u(s) ds = g(t), a<t<b, (1.1)

where A # 0, 0 < p < 1, k and g are given smooth functions, and u is the solution to be deter-
mined. Equations of this form often arise in practical applications such as Dirichlet problems,
mathematical problems of radiative equilibrium, radiative heat transfer problems [11,15,16].
The construction of high order methods for the equations is, however, not an easy task
because of the singularity in the “weakly singular” kernel [t — s[P~1k(t, s) (note that p < 1); in
fact, in this case the solution u is generally not differentiable at the endpoints (i.e. t = a and
t =10) [6,12,15,21], and due to this, to the best of the authors’ knowledge the best convergence
rate ever achieved remains only at polynomial order. For example, if we set uniform meshes
with n+1 grid points and apply the spline methods of order m, then the convergence rate is only
O(n~?) at most [5,16], and it can not be improved by increasing m. One way of remedying this
is to introduce graded meshes [5,16,22]. Then the rate is improved to O(n~"") [2,22] which now



depends on m, but still at polynomial order. Furthermore, as pointed in Monegato—Scuderi [8],
this idea contains several substantial drawbacks such as that the implementation is complicated
compared to the case of uniform meshes, and that the system of linear equations generated in
this way becomes rapidly ill-conditioned as m increases. To counter these issues, Monegato—
Scuderi [8] have proposed to introduce a smoothing transformation, instead of graded meshes,
with which the solution can be made arbitrarily smooth. Then with the standard spline method
on uniform meshes the better rate O(n™") can be obtained without the drawbacks above (from
the same reason, the concept of a smoothing transformation has recently been used by several
authors [4,10]). Other methods for the equations (1.1) include [1,7], whose convergence rates
are all of polynomial.

On the other hand, a method with exponential order convergence rate has been developed
by Riley [13] for Volterra integral equations of the form

u(t) — / (t— )P k(t, $)u(s) ds = g(t), a<t<b

where the kernel is also assumed to be weakly singular, and the solution u is generally not
differentiable at ¢ = a (cf. Brunner [3]). The key here is to utilize not only the concept of a
smoothing transformation described above but this time also the so-called Sinc approximation;
this is motivated by the fact that the combination is generally an effective tool for functions with
derivative singularity at endpoints (cf. Stenger [17]). Riley then confirmed numerically that
his method in fact achieves exponential convergence O(exp(—c14/n)) despite the singularity.
Furthermore, it can be examined numerically that in his method the system of linear equations
is very well-conditioned.

With these backgrounds, we propose two new numerical methods for the equations (1.1).
The first method is given by simply extending Riley’s idea to the Fredholm case. It is then shown
by numerical experiments that the new method enjoys the same convergence rate O(exp(—ciy/n))
as in the Volterra case. The second method is derived by replacing the smoothing transforma-
tion employed in the first method, the standard tanh transformation, with the so-called double
exponential transformation. This modification is motivated by an observation that in various
cases [9, 18] such replacement drastically improves the order of convergence. In fact, it turns
out that the modification works well also in our case, and numerical experiments suggest that
the convergence rate is improved to O(exp(—caon/logn)). In both of the new methods the
linear equations are very well-conditioned. Finally, we also give a way of estimating a tuning
parameter d which is the most essential parameter in the methods and substantially affects their
performance. We like to emphasize that this point has been left unanswered in Riley [13].

The organization of this paper is as follows. In Section 2, we state basic theorems of the Sinc
methods, which are referred to in the subsequent sections. In Section 3, two numerical methods
are derived by means of the Sinc approximation. In Section 4, we analyze the regularity of the
solution u of the equation (1.1). In Section 5, we give error bounds of the proposed methods.
In Section 6 we show numerical results. Finally in Section 7 we conclude this paper.



2 Basic definitions and theorems of Sinc methods

2.1 Sinc approximation

The original Sinc approximation is expressed as
N
f@) = Y fGmSG.M(), z€R, (2.1)
j=—N

where the basis function S(j,h)(x) (the so-called Sinc function) is defined by

sinmw(z/h — 7)
m(z/h—j)

and h is a step size appropriately chosen depending on a given positive integer N. Note that
the approximation formula (2.1) is defined on x € R, whereas the target equation (1.1) is
defined on the finite interval (a, b). In order to relate these two intervals, R and (a, b), the tanh
transformation (and its inverse)

S, h)(x) =

b—a T b+a
__ SE _ &
t=gap(x) = 5 tanh (2) + 5

_ t—a
o= (o250 =1ox (=5

can be introduced [17]. Throughout this paper, we call this the single ezponential (SE) trans-
formation, and the combination of (2.1) and the SE transformation the SE-Sinc approximation.

In order that the formula (2.1) on R works accurately, a function to be approximated should
be analytic on a strip domain, Z; = {z € C : |Imz| < d} for some d > 0, and also should be
bounded in some sense. When incorporated with the SE transformation, the conditions should
be considered on the translated domain

arg(z_a>‘ <d}.
b—=z

In order to clarify the conditions more precisely, it is convenient to introduce the following
function space.

520 = {z e C

Definition 2.1. Let & be a simply-connected domain which satisfies (a, b) C Z, and let 3, v be
positive constants. Then Lg (Z) denotes the family of all functions f that satisfy the following
conditions: (i) f is analytic in Z; (ii) there exists a constant C' such that

[f(2)] < Clz = al’|b— 2" (2.2)

holds for all z in . For later convenience, let us denote Lg(Z) = Lgg(Z) and introduce a
function Q(z) = (z — a)(b — 2).

When f € La(¢5%(Z4)) for some positive constants d and «, the next theorem guarantees
the exponential convergence of the SE-Sinc approximation.



Theorem 2.2 (Stenger [17, Theorem 4.2.5]). Let f € Lo (¢35 (%q)) for d with 0 < d < 7/2.
Let also N be a positive integer, and h be given by the formula

wd
=/ —. 2.
h N (2.3)

Then there exists a constant C' independent of N, such that

N

max |F(t) = Y F650m)SG {5} (1)| < CVNexp (—VrdaN) .

a<t<b .
j=—N

It is also possible to employ the double exponential (DE) transformation (cf. [9,18]) in place
of the SE transformation. The transformation and its inverse are

b—a T b+a
__ /DE o o
t= a7b($) =— tanh (2 Slnh(:ﬂ)) + 5

1 t—a 1 t—a 2
v = {05} (t) =log wlog(b_t> " 1+{w10g<b_t>}

This transformation maps R onto (a, b), and maps %, onto the domain:

1 -~ 1 —a\ )’
(Zy) =<2z C:larg | —log ) iy — log S <d
’ T b—z s b—z

If f € La(¢2%(Z4)), the Sinc approximation with the DE transformation is extremely accurate
as stated below. We call this approximation the DE-Sinc approzimation.

Theorem 2.3 (Tanaka et al. [19, Theorem 3.1]). Let f € Lo (¢}%(Z4)) for d with 0 < d < 7/2,
let N be a positive integer, and let h be selected by the formula

b log(2dN/«)

T (2.4)

Then there exists a constant C' which is independent of N, such that

N

. ' . —nmdN
2% f<t>j_Z_Nf< RS M) ({eRs) (1)) < C exp{log@dma)}‘

The common assumption f € L, (%) in Theorem 2.2 and 2.3 implies that the approximated
function must tend to 0 as ¢ — a and ¢ — b in view of the condition (2.2). In order to handle
more general cases, it is convenient to introduce the translation:

(0 =t)f(a) + (t—a)f(b)
b—a ’

(2.5)

which maps a function with general boundary values to the one with 0 boundary values. With
this notion, let us introduce another function space M, (Z) in the following definitions as a
family of functions such that 7 f belongs to L, (2).



Definition 2.4. Let Z be a bounded and simply-connected domain. We denote by HC(2)
the family of all functions that are analytic in 2 and continuous on 2. This function space is
complete with the norm || - |lc(2) defined by

| fllHC(2) = max |f(2)].
2€ED

Definition 2.5. Let o be a constant which satisfies 0 < o < 1 and let Z be a bounded and
simply-connected domain such that (a, b)) C 2. The space M, (2) consists of all functions f
that satisfy the following conditions: (i) f € HC(Z); (ii) there exists a constant C' for all z in
2 such that

[f(2) = f(a)| < Clz = a|*
[f(b) = f(2)] < CJb— 2|

Remark 1. Functions in L, (2) or M, (2) are analytic in 2, but may have a singularity on the
boundary of . In particular, the function spaces contain a function that is not differentiable
at the endpoints, like the solution of the equations (1.1).

2.2 Sinc quadrature

The Sinc approximation can be applied to definite integration based on the function approx-
imation described above; it is called the Sinc quadrature. When incorporated with the SE
transformation, the quadrature rule is designated as the SE-Sinc quadrature, and shows expo-
nential convergence as the next theorem states.

Theorem 2.6 (Stenger [17, Theorem 4.2.6]). Assume that f satisfies (fQ) € Lg~ (¢35 (Za))
for d with 0 < d < m. Let @ = min{3, v}, N be a positive integer, and h be selected by the

formula

2rd
h = N (2.6)

Furthermore, let m and n be positive integers defined by

{mzN, n=[BN/y], (if a=p)
n=N, m=[yN/3], (if a=1)

respectively. Then there exists a constant C' which is independent of IV, such that

(2.7)

/f ds—hZf 5 G {635Y (i )gCeXp<—\/m>.

j=—m

It is also possible to employ the DE transformation in place of the SE transformation, and
it further accelerates the convergence as the next theorem shows. We call the quadrature rule
the DE-Sinc quadrature. The theorem is a straightforward extension of the error analysis in
Tanaka et al. [20, Theorem 3.1]

Theorem 2.7. Assume that f satisfies (fQ) € Lg~(¢L5(Za)) for d with 0 < d < 7/2. Let
a =min{f3, v}, N be a positive integer, and h be selected by the formula

log(4dN/«)

h =
N

(2.8)



Furthermore, let m and n be positive integers defined by

{m=N, n =N+ [log(8/y)/h],  (if a=p)
n=N, m=N+[log(y/B)/h],  (f a=7)

respectively. Then there exists a constant C' which is independent of IV, such that

(2.9)

/f Yds—h S FORSGA6ES )| < cexp {

j_—m

—2ndN }
log(4dN/«)

Note that the step sizes h in the formula (2.6) and (2.8) (quadrature case) are different from
those in the formula (2.3) and (2.4) (approximation case), if all o’s are identical. This might
complicate the implementation task. One simple way of working around this is to choose the
same step sizes in the quadrature rules as those in the approximations. In this case, Theorem 2.6
and 2.7 should be modified as follows. We omit the proof because it is similar to those given
in Stenger [17, Corollary 4.2.7]. For later analysis, the term (b — a) is stated separately from a
constant C' here.

Corollary 2.8. Assume that f satisfies (fQ) € Lg~ (¢ (%a)) for d with 0 < d < 7. Let
a = min{J3, v}, N be a positive integer, and h be selected by the formula (2.3). Furthermore,
let m and n be positive integers defined by the formula (2.7). Then there exists a constant C
which is independent of a, b and N, such that

/f )ds —h Z PSS, {55 ) ( )gC(b—a)ﬁJ”_lexp(—\/m).

j=—m

Corollary 2.9. Assume that f satisfies (fQ) € Lg (0% (Zq)) for d with 0 < d < 7/2. Let
a = min{f, v}, N be a positive integer, and h be selected by the formula (2.4). Furthermore,
let m and n be positive integers defined by the formula (2.9). Then there exists a constant C
which is independent of a, b and N, such that

/f Yas—h S FEREGMIEEY G )scw—a)ﬁ*”—lexp{

j_fm

—2wdN }
log(2dN/«)

3 Sinc-collocation methods

In this section, we describe two collocation schemes by means of the Sinc approximation. In the
first scheme the SE transformation is utilized, and in the second one the DE transformation is
employed.

3.1 SE-Sinc scheme

The solution u is assumed to belong to Mg (¢ (Za)) here. We need the values of d and «a,
which depend on the unknown solution u. This point will be discussed in Section 4, and at the
moment we simply assume the parameter d is somehow known, and a = p. Then the translated



function Tu belongs to L, (¢S5 (Z4)), with T defined as in (2.5). According to Theorem 2.2 the
function can be accurately approximated as

N
~ Y Tlu(@h(h)SG R (o)~ (1)

j=—N

Based on this, the original solution v is approximated by the function
N
PR(1) = w(@)wa(t) + Y T[u)(65(i0)SG, ) {S55} (1) + u(b)ws(t), (3.1)
j=—N

where w, and wj are auxiliary basis functions defined by wq(t) = (b —t)/(b — a), wy(t) =
(t —a)/(b— a). The step size h is given by (2.3) with o = p. Note that for a given general
continuous function f, P37 f is nothing but its interpolation by Sinc functions with support
abscissas:

a (i=-N-1),
ti"=q¢5(h) (i=-N,...,N),
b (i=N-+1).

In order to solve the problem, the unknown coefficients in the right hand side of (3.1) should
be determined. For the purpose, let us set an approximate solution u%; as

N

uN (1) = conorwa(t) + D ¢SGR} () + enpawn (),

j=—N

and substitute this into the equation (1.1). Then consider its collocation on n = 2/N+3 sampling
points at ¢ = ¢7¥. This results in the following system of linear equations:

AUSE(£57) / |55 — S|P k(85" s)usE (s) ds = g(t5%), i=-N—1, —N, ..., N, N+1. (3.2)

Next, we proceed to the approximation of integrals in (3.2). Since the SE-Sinc quadrature
(Corollary 2.8) does not allow any singularity in the target interval, we split the integral into
two at s = 5%

/|tSE oP~ LR (E", $)uSE(s) ds

tSE
/ K3
a

so that the singular point only appears as the endpoints. Suppose that k(¢,-) € HC(¢55(%4))
uniformly for all ¢ € [a, 0], and the integrand of the first integral satisfies the assumptions in
Corollary 2.8 with 3 = 1 and v = p. Then the first integral can be accurately approximated by
AR ] (t57). Here the operator A% is defined by

b
(65 = s R i (s) s+ [ (s = 65 R s ds, (33)
t

SE
i

AX[F1(t) = h Z (t = G (mh))P~ k(t, o5 (mh)) f (9 (mh)) {935} (mh)

» oz (mh)) f (¢35 (mh))
(t=a)fh Z 1+e ) (1 + emh)p



where N and h are the same ones in (3.1), and M is set by M = [pN|. Note that the variable
transformation is not ¢3% (), but ¢3%(-). The second integral in (3.3) can be handled in a similar
manner with the operator By’ defined by

sE _ b k(975 (mh) f(#75(mh)
By[f](t) = (b—1) hm;N (1 + e mh)yp(1 1 emh) -

Note the differences from AJ. Then if we introduce K = A3 + By, we reach the final linear
system to be solved in matrix-vector form:

(E" — K" )en = g3 (3.4)
where ¢, = [c_N_1, C—N, .-+, CN, cn41] T, G5F = [g(a), g(t%%), - .., g(t3E), g(b)]T, and ESE, KSF
are the n X n matrices:

1 o --- 0 0 ]
wa(tZy) | 1 O | we(tZy)
wa(ty) | O 1| wy(ty)
| 0 0o --- 0 1]
[ Biflwal(a) |- BRISGA{5) " ()Ia) - | BFlwl(a) ]
KR () |- KSG G TONE) - | K m]E)
K" = : : :
K [wa](63F) | -+ KIS ) T OIER) - | KR [we] (63F)
AR wa](0) | ATISG R ONB) o [ AT [we] () ]

By obtaining the coefficients vector c,, we get the approximate solution w3y .

3.2 DE-Sinc scheme

Now we switch the focus to the DE-Sinc case. Throughout this subsection, the solution u is
assumed to belong to M, (¢2%5(%,)). Since Tu belongs to Ly (¢2%(Z4)), the solution u can be
accurately approximated by

N
PREul(t) = u(@)wa(t) + Y Tul(0R5(1))S G ) {605} (1) + u(b)wy(t), (3.5)
j=—N

where the step size h is selected by (2.4) with a = p in view of Theorem 2.3. Accordingly we

set the approximate solution uR’ as

N

URF () = con—1wa(t) + D ¢SGR ({005} (1) + enaws(t),
p—

and substitute this «}” into the equation (1.1). Then setting n sampling points:

a (i=-N-1),
t;" = ¢upih) (i=—N,..., N),
b (i=N+1),

8



which are the interpolation points of the approximate function (3.5), we obtain the system of
linear equations like (3.2). The approximation of the integral in the system is done in like
manner as the SE case; the integrals are split at s = " like (3.3), and the resulting integrals
are approximated by AR"[u DE](tDE) and BRF[uR"](tPF) according to Corollary 2.9 under the
assumption that k(t,-) € HC(¢,}(%Z4)) uniformly for all ¢ € [a, b]. Here AR and BR® are
defined by

ai(mh)) (g% (mh))m cosh(mh)
1+€ 7rsmh(mh))(1_|_efrsinh(mh))p

ARIA1®) = (t = a)’h Z

)

DE » b (mh)) f(¢py (mh))m cosh(mh)
BN [f] (t) A t h Z 1 + e~ sinh(mh) )b (1 + eﬂsinh(mh)) ’

where N and h are the same ones in (3.5), and M is defined by M = N + [log(p)/h]. We also
introduce KR as KCRF = AR® + By~. With these notions, the final system of linear equations is
expressed as

(ER" — K%)en = g,", (3.6)
where gP® = [g(a), g(t°%), ..., g(tRF), g(b)]T and EL®, KP® are the n x n matrices:

i 1 0o --- 0 0

wa(t2y) | 1 O | wp(t”y)

wa(tR") | O 1| wy(tyr)

. 0 0O -~ 0 1
[ BRPlwal(a) |- BRFIS, )({cbg%} fOa) e | BRPlunl(a) ]
KR lwa](t25) | -+ KRS, )({qﬁ?%} FONER) - | KRPlwe] (2)

K" = : :

KR lwa] (%) |-~ KRISU, )({¢5’Z} LR - | KR [we] (£RF)
AR Iwal(0) [ ARPISG RO} T ONI0) - [ ARPwe] (D) |

By obtaining the coefficients vector ¢,, we get the approximate solution uRP.

4 How to determine the parameters d and «

As remarked in the previous section, it is mandatory to choose parameters d and « for setting
the step size h by (2.3) or (2.4). These parameters, however, should depend on the unknown
solution u, and it is hard to know before solving the problem; in fact, the parameter d indicates
the size of the holomorphic domain of u, and « the order of Hélder continuous of u (recall that
in the previous section it is assumed that u € Ma (¢35 (Z4)) or u € Ma(#55(Z4)), and o = p).
Although the choice substantially affects the performance of the Sinc methods (see Section 2),
this point has not been fully answered in Riley [13]. In the present paper, we give an answer to
the issue for the Fredholm problem.



Let us introduce the integral operators A, B, K : HC(Z) — HC(Z) defined by
AFIE) = [ = (e w) () du,

b
BIf](2) = / (w— 2P k2, w) f (w) du,

and K = A+ B, where £k € HC(Z x Z). With these notions, the equation (1.1) can be
symbolically expressed as (AI — K)u = g. Then the next theorem states that the parameters
d and o can be determined by investigating the known functions & and g for 2 = ¢35 (%;) or

D = boy(Za)-

Theorem 4.1. Let k(z,-) € HC(2) for all z € 9, k(-,w) € M,(2) for all w € 9, and let also
g € M,(2). Furthermore, assume that the homogeneous equation (Al — ) f = 0 has only the
trivial solution f = 0. Then the equation (1.1) has a unique solution u € M,(2).

Below we prove Theorem 4.1. Note that, in view of Definition 2.5, u € M,(2) if and only
if u € HC(Z) and u is p-Holder continuous at the endpoints. The property u € HC(Z) can be
checked by the next theorem.

Theorem 4.2. Let k € HC(Z x &) and suppose that the homogeneous equation (AI—K)f =0
has only the trivial solution f = 0. Then the operator (Al — K) : HC(Z) — HC(Z) has a
bounded inverse, (Al — K)~! : HC(2) — HC(Z). Furthermore, if ¢ € HC(Z), then the
equation (1.1) has a unique solution v € HC(2).

This theorem can be proved using the Fredholm alternative theorem, where the compactness
of the integral operators is assured by the next lemma.

Lemma 4.3. If k € HC(Z x 2), the operators A, B, K : HC(Z) — HC(Z) are compact.

Proof. 1t is easily seen that the operators A and B map the set {f : ||f|lzc(z) < 1} onto an
uniformly bounded and equicontinuous set. Therefore A and B are compact operators by the
Arzela—Ascoli theorem for complex functions (cf. Rudin [14, Theorem 11.28]). Then K is also a
compact operator since K = A+ B. [ |

The p-Holder continuity of u immediately follows from the following lemma, since u =
(g + Ku)/X where g € M,(2), and v € HC(Z). We leave the proof to Appendix A.

Lemma 4.4. Let k(z,-) € HC(2) for all z € 9, k(-,w) € My(2) for all w € 9, and let also
f€eHC(Z). Then Kf € M,(2).

Combining Lemma 4.4 and Theorem 4.2, we establish Theorem 4.1.

5 Error analysis

In this section we give an error analysis of the SE- and DE-Sinc schemes derived in Section 3.
We first consider the SE case. Based on Corollary 2.8, we can deduce the following lemma
which is used in the subsequent error analysis.

10



Lemma 5.1. Assume that there exists a constant d with 0 < d < 7 such that k(¢,-) €
HC(¢}%(Z4)) uniformly for all ¢ in [a, b], and f € HC(¢]5(Za)). Furthermore, assume that
there exists a constant K for all ¢ in [a, b] such that ||k(t, -)||HC(¢SEI)(%)) < K. Then there exists

a constant C' which is independent of a, b, t and IV, such that

AL = AFIF)®] < O = a exp (—/dpN )
BIAIE) — BYA®] < Cb— 1) exp (—V/7dpN ) .
The next lemma estimates the error in the solution vector ¢,,.

Lemma 5.2. Suppose that the assumptions in Theorem 4.1 are fulfilled with 2 = ¢;% (%) for
0 < d < w. Let ¢, be the solution of the linear equations (3.4), and v;" be the coefficient vector
of the PJfu in (3.1), i.e.,

vp? = [u(a), Tl (), ..., TR, u(®b)]® (5.1)

n

Furthermore, let us define p3F = ||(ES®— K5®) 71| 5. Then there exists a constant C' independent

of N such that
[05° — enlo < CHSeV/N exp (—W) ,

Proof. Considering Pifu — uy on the sampling points t = ¢}¥, we have

PR [ul(877) — un (17%) = u(ty®) — ui (£7°)
= {9(&7") + K[u](7%)} — {9(&F") + KF uN1(7%)}
= Ku](£7%) = ER PR ul(8") + KR PR u — uy (")

fori=—N—1,—N, ..., N, N + 1. In matrix-vector form,
(BF ~ K03 — en) = (@, — @)
where

a, = [Ku)(a), K[u](tFy), .., Kl (X)), Ku)(b)]",
@y = KX [PRul(a), KX IPRFU(), ..., KRIPRU(ER), KN [PRul(0)].

Then we have the bound of [|[v5F — ¢, ||o0 as

H’U7S7,E — Cplloo < N?\?HQn - qiEHoo

_ ,SE SE\ _ }"SE[DSE SE
= max K — KPR (7))

<y e IK[u](t) — KF [P ul(t)]
cla,

< i { max [K[l(t) — KRl (6)] + max K — PPl <t>|} .
t€la, b] t€(a, b]

For the second term, we have

max | [u — PRru](t)| < max |u(t) — PRru(t)] - max [ [1](¢)]-
t€la, b t€la, b t€[a, b]

11



According to Theorem 4.1, the solution u belongs to M, (Z), therefore we can apply Theorem 2.2
to obtain

max |u(t) — PSFu(t)] < C1VN exp (—«/deN) (5.2)

t€la, b]

for a constant Cy. Moreover, since K37 [1](t) — K[1](t) as N — oo, there exists a constant C,
such that

sup { max |K§\?[l](t)]} < (.
NeN tG[a, b]

Next we consider the first term. Since u € HC(Z) and k(t,-) € HC(Z) for all t € [a, ], we
can apply Lemma 5.1 to obtain

< 2C3(b—a)Pexp (—\/ﬂ'de)
for a constant C'3. Thus this lemma follows. |

Next we bound the error of the approximate solution u3;. For the purpose, the following
lemma is required.

Lemma 5.3 (Stenger [17, p. 142]). Let h > 0, j € Z and x € R. Then

N

. 2
sug g ]S(],h)($)]§;(3+logl\7).
Te j N

The next theorem states the error in ui‘;:

Theorem 5.4. Suppose that assumptions of Theorem 4.1 are fulfilled with 2 = ¢5%(2,) for

0 < d < m. Furthermore, let us define p5¢ = ||(ES® — K58)71||». Then there exists a constant
C independent of N such that

ma, lu(t) — uSE(t)| < Cus¥ log(N 4+ 1)V/N exp (—\/deN> .
te€la,

Proof. By the triangle inequality,

max |u(t) — uy ()] < max |u(t) — Px[u](t)] + max |PRr[u](t) — un' ()],
t€la, b t€la,b] t€la, b

and the first term is bounded by (5.2). Next we bound the second term. Using v3® defined
by (5.1), we have

PN [ul(t) — ui' ()]

< (u(a) — c-n—1)wa(t)] +

Ibﬂ2

(Tl (£5) = ¢;) S0, ) ({6553 ()] + |(w(b) — ensa)ws(t)]

j=—N

M) =

< H’UELE — Cnlloo  [wa(t)] +
J

1S (7 h)({Gam ~ ()] + [we ()]

-N

12



We have already estimated ||v5F — ¢pl|co in Lemma 5.2. Since |wq(t)] < 1, |wp(t)| < 1 and in
light of Lemma 5.3, we get

N
wa(®)l + Y 1SG R {eai ™ )]+ lwp(t)] p < C3log(N +1).
j=—N

for a constant C'3. This completes the proof. [ ]

Next we consider the DE case. Since the proof goes almost in the same way as in the SE
case, we only show the result here.

Lemma 5.5. Assume that there exists a constant d with 0 < d < 7/2 such that k(¢,) €
HC (¢} (%)) uniformly for all ¢ in [a, b], and f € HC(¢2}(Z4)). Furthermore, assume that
there exists a constant K for all ¢ in [a, b] such that ||k(¢, -)||HC(¢D%(%)) < K. Then there exists

a constant C' which is independent of a, b, t and IV, such that

AL — ARELA)] < C(t — a)? exp {%} ,
IBIA1(t) — BRELA(0)] < C(b— 1) exp {%} |

Lemma 5.6. Suppose that the assumptions of Theorem 4.1 are fulfilled with 2 = ¢7%(Za) for
0 < d < /2. Let ¢, be the solution of the linear equations (3.6) and v}.* be the coefficient
vector of the PR"u in (3.5), i.e.,

’UgE = [u(a)v T[u](tlzl?\f)v R T[u](t%E)v u(b)]T

Furthermore, let us define pRF = ||(ER® — KP®)7!|o. Then there exists a constant C' indepen-
dent of IV such that

—wdN
DE _ < DE T )
o2 = cull < CPexo { 20
Theorem 5.7. Suppose that the assumptions of Theorem 4.1 are fulfilled with 2 = qbaD’%(_@d)

for 0 < d < /2. Furthermore, let us define pXF = |[(ER® — KR®)~!||o. Then there exists a
constant C' independent of N such that

DE DE —mdN
tgﬁ)l(;] |u(t) —upr (t)| < Cpyr log(N + 1) exp {109;(20”\7/19)} .
Remark 2. It is not difficult to show theoretically that the infinity norms of the matrices
(ESF — K3F) and (ER® — KPF) grow relatively slowly like O(log N), if we note Lemma 5.3. On
the other hand, the norms of their inverse matrices, 37 and py”, are not easy to estimate; in
fact, this point has not been fully investigated in Riley [13], either. In the present paper, we
investigate them numerically in the next section.
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6 Numerical examples

In this section we show numerical results of the SE- and DE-Sinc schemes derived in Section 3.
The computation is done using C++ with double-precision floating-point arithmetic. The inter-
val (a, b) is set to (0, 1) throughout this section. In the graphs, Fpnax is the maximum absolute
error at 1001 equally-spaced points, defined by

Emax = ‘u(t) - uN(t)|

max
t=0,0.001, ...,0.999,1

where uy is the approximate solution w37 or uRF. In all of the following examples, the functions
k and g satisfy the conditions assumed in Theorem 4.1 with 2 = ¢35 (Zr,,) or 2 = O25(Pr, /2)

a
(7m is an arbitrary positive number less than 7). Thus we set d = 3.14 in the SE-Sinc scheme,

and d = 1.57 in the DE-Sinc scheme.
We consider the following four problems.

Example 1. Consider the problem [5,16]
32 /1 u(s) a4 3
R0 — | —E—ds=3{t(1 - )t - Sa{l4+4a(1—1t)}, 0<t<1.
0~ [ ds =3 - 0p — Selt 0], 00

The solution is u(t) = 2v/2{t(1 — t)}3/4, and in this case p = 1/2.

Example 2. Consider the problem [11]

L[t u(s)
u(t) — — 7(18
© 10/0 V|t — s
2
= t2(1 —t)? — ﬁ [ /3 (5412 — 126t +77) + (1 — )33 (5442 + 18t +5)|, 0<t<1.

The solution is u(t) = t2(1 — t)?, and in this case p = 2/3.
Example 3. Consider the problem [4, 5]

1
u(s) 430 4 3/2
ut) — | —L—ds =t —2v/T -t — 32+ (1 —1)32, 0<t<1.
- [ SO S1- ), 0sis
The solution is u(t) = ¢, and in this case p = 1/2.

Example 4. Consider the problem

1 (Y Vis 1 _ B — 1 V42
u(t)_4/0 ﬂu(s)ds_5ﬁ(1 {15~ VI H1+ 40} + (4t -5)%, 0<t<1.

The solution is u(t) = 3v/#(1 — t), and in this case p = 1/2.

Figure 1-4 show the numerical results corresponding to Example 1-4. In each set of figures,
the upper figure shows the decay of errors, and the bottom shows the computed values of the
norm of the inverse matrices p3; and pR°.

We can observe the same convergence profiles (in top figures) in Example 1, 2 and 4; in all
of these examples, the convergence rate is O(exp(—c;v/N)) in the SE-Sinc scheme (dashed-line

14
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with x points), and O(exp(—c2N/log V)) in the DE-Sinc scheme (solid-line with o points). In
Example 3 the profile is different; there the error Fy,.x is at the machine accuracy level for all
N in both the SE-Sinc and DE-Sinc schemes. This should be attributed to the fact that the
solution in this case is a linear function, and the formula (2.1) is then used to approximate the
trivial function 7u = 0.

From the bottom figures which show the dependence of 37 and R on N, we can conclude,
at least numerically, they are bounded and thus the system (3.4) and (3.6) are not ill-conditioned.
In particular, in Example 2 and 4, they remain quite low.

7 Concluding remarks

In this paper two new numerical methods have been developed by extending Riley’s method
for weakly singular Volterra integral equations; more specifically, the methods are constructed
based on the Sinc methods and either of the SE or DE transformation. A theoretical analysis
has been also given regarding the integral equation for tuning the parameters d and « which
strongly affect the actual convergence profile. By the numerical experiments it has been shown
that both schemes are extremely accurate, and achieve exponential convergence with respect
to N, which is roughly speaking relative to the number of the basis functions (or equivalently,
of the sampling points). It has been also shown numerically that the systems of the linear
equations generated in these schemes are highly well-conditioned.

Future works include the followings: first, a similar parameter tuning for d and « can be
done also in the Volterra case (we like to stress again that this point has not been considered in
Riley [13]); second, theory on the sizes of 37 and pRF (the norms of the inverse matrices) should
be given. We are now working on these issues, and the results will be reported somewhere else
soon.

A Proof of the Holder continuity

Lemma 4.4 is proved. The SE and DE transformation cases are considered separately.
First, the SE case is considered. We commence by preparing the following lemma.

Lemma A.1. Let d be a constant with 0 < d < w and let us define a function ¢; by

o1(z) = }tanh (f) + 1

2 2 2
Then there exists a constant ¢4 depending only on d, such that for all z € R and y € [—d, d]
{das} (x +1iy)| < (b — a)cad) (2), (A.1)
don1(z +iy)| = ¢1(x) (A.2)

hold. Furthermore, if ¢t < x,

|Gan(z +1y) — ot +1y)| = (b — a){¢i(x) — d1(t)}- (A.3)
Proof. The proof of the first two inequalities are straightforward: using
: b—a)/4 b—a)/4 b—a
{5 iy = — O 0 —a)f - (@),

cosh?(z/2) —sin?(y/2) ~ cosh?(z/2){1 —sin®(y/2)}  cos?(y/2)
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we obtain the inequality (A.1) with ¢y = 1/ cos?(d/2). And for (A.2),

. 1 1
|00 (x +1y)| =

= > = ¢1(7).
V1+2eTcosyte 2 J142et e (@)

Next we prove the inequality (A.3). Since the inequality

|cosh(r +iy)| = \/coshz(r) —sin?(y) < cosh(r)
holds for all » € R, we have

) ) h(z) cosh(t)
SE _ B (t —(h— cos
’ a,b(x—i_ly) a,b( +1y)| ( a) COSh(HZ‘—f—ly) COSh(t+1y)

> (b—a){d1(z) — P1(t)}-

{o1(z) — d1(1)}

Then we can prove Lemma 4.4 in the case of the SE transformation.

Lemma A.2. Let d be a constant with 0 < d < 7 and let 7 = ¢35 (%,4). Suppose that
k(z,-) € HC(2) for all z € 2, k(-,w) € Mp(2) for all w € Z, and f € HC(Z). Then
Kf € M,(2).

Proof. 1t is sufficient to show the p-Holder continuity of Kf, since Kf € HC(Z). We give the
proof only for the operator A because the proof for B goes in a similar manner, and then the
result for K = A + B is straightforward. First we prove the p-Holder continuity at the point a.
Set x = Re[{¢}}, “1(2)] andy = Im[{g3% ~1(2)]. By a variable transformation w = ap(t+1y),

k(z,w) f(w)

AI(E) - Alfl) = [ FEEE w0
[ MO ) ) e )
- (O +19) — a5 e+ 0

Using the inequalities (A.1) and (A.3) in Lemma A.1, we obtain

* M| fllac(z)(b — a)cadi (1)
A1) = Alfl(e)] < /oo = ) (@) ~ @

_ Mk||f||;10(9)0d{(b — W) (@))”.

dt

Here My = max_, 7 |k(z,w)|. Furthermore, using the inequality (A.2), we have

(b—a)pi(x) <|(b—a)ppa(z+iy)| = ¢35 (z +iy) —a| = [z —al.
Thus it follows that
- M| fllac(2)ca
|z

|ALf1(z) = Alfl(a)] < —, - al. (A4)

Now we consider the p-Hoélder continuity at the point b. We split the path of the integral as
b z
A = [ = 9P b)) ds+ [ (= wp bz w) f(w) du.
a b
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Subtracting A[f](b) from A[f](2) gives
ALY - AlfI) = [ (b= P kb, ) — Kz, 9)} ) ds
/ {(b— 7" = (2 = 57" Jk(z, ) f(s) ds
- [0 ) fw) du.

b

Since k(-,s) € Mp(2), there exists a constant Hj, and the first term can be bounded as

b
< Hylb— 2| f e / (b— s)P~Lds
(b ay

b
/ (b— )P {k(b, 5) — k(2 5)} f(s) ds

= Hib— 2”|| fllac(2)

The third term is bounded as

% M, g
[ = wrkww a| < Millflecca,
b p

similarly to the case of (A.4). Then there remains the second term. Using integration by parts,
we have

/ {(b— )71 = (2 = 5) 1 k(2. ) f(5) ds
—/a ;S{ (b_s)p+<z_s)p}k(z,s)f(s)ds

p p
l(z—b)pk(z b)f (b )+ = {(b—a)? — (= — @)} k(. 0) f(a)

/ { —8 Z—S)p} ;S{k(z,s)f(s)}ds_

Since the function F'(z) = 2P is p-Holder continuous, there exists a constant Hp such that

1

\ Lz - bR b)f(b)‘ n \p {(b—a) — (= — P} k(z.a)f(a)| < LHIE

< |b— 2P My fllac(

and since k(z,-)f(-) € HC(Z), there exists a constant C' such that

1 “la
< - [ |2
- p| i /a ds

Hillflac(z) (b — a)P + (ca + 1 + Hp) M| flluc(o) + C

’ / {(b—5)P —(z— )P} —{k(z s)f(s)}ds k(z,s)f(s)

1
ds < —|b— z|PC.
p

Thus it finally follows that

|b— z|P.

JALFI(0) — Alf](2)] < .
_

Next we consider the case of the DE transformation. The following lemma is necessary to
prove the target lemma.
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Lemma A.3 (Tanaka et al. [20, Lemma 5.4]). Let d be a constant with 0 < d < 7w/2. Then
there exists a constant ¢; depending only on d such that, for all z € R and y € [—d, d],

cosh(z +1iy)
cosh?{(7/2) sinh(z +1iy)}

Lemma A.4. Let d be a constant with 0 < d < 7/2 and let us define a function ¢, as

pa(z) = %tanh <7T6028(y) sinh(w)) + %

< éaexp(|al) exp{—(/2) cos(y) exp(|a|)}.

Then there exists such a constant ¢; depending only on d that, for all z € R and y € [—d, d],

{oap) (x +iy)| < (b—a)cads(z), (A.5)
601 (x +1y)| > ¢a(x). (A.6)

Furthermore, if ¢t < x,

|[Gap(x +1iy) — ot +1y)| = (b — a){g2(x) — da(1)}- (A7)

Proof. We first prove the inequality (A.5). Here we set ¢, = (7/2)cosy and s, = (7/2)siny.
According to Lemma A.3, there exists a constant ¢; depending only on d, such that

m(b—

. a) ..
1025 (o i) < T exp(Jaf) exp (e, exp(Ja])}
holds for all z € R and y € [—d, d]. Using the inequalities

exp(|z]) < 2cosh(z),
exp(cy exp(|z])) > cosh?(c, sinh(z)),

we have
m(b—a). m(b—a) . 2 cosh(z)
— <
T exp(fz]) exp{—c, exp(le])} < 4 cdcoshQ{Cy sinh(z)}
. (b - a)éd /
= T cosy P5(x)
(b—a)éq ,
g (@),
And for the inequality (A.6),
6B (o + i) = 1
01 Y /1 + 2exp(—2¢, sinh ) cos(2s, cosh z) + exp(—4c, sinh )

1
~ /1 + 2exp(—2cy sinhz) + exp(—4c, sinh z)

= ¢a(z).

Next we prove the inequality (A.7). Since the following inequalities:
| sinh[(7/2){sinh(z 4 iy) — sinh(t +iy)}]|

= \/sinh2 [c,{sinh(z) — sinh(t)}] + sin®[s,{cosh(x) — cosh(t)}]
> sinh[cy {sinh(z) — sinh(?)}],
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and

| cosh{(m/2) sinh(z +iy)}| = \/coshQ{cy sinh(x)} — sin?{s, cosh(z)}
< cosh{c, sinh(z)}

hold, we readily have
b—a sinh([(7/2){sinh(x +iy) — sinh(t +1iy)}]

2 |cosh{(7/2)sinh(z +1iy)} cosh{(mw/2)sinh(t +iy)}
b—a sinh{c,(sinh(z) — sinh(t))}

2 cosh{c, sinh(x)} cosh{c, sinh(t)}
= (b—a){ga(z) — ¢2(t)}-

[Pap(r +1y) — gap(t +iy)| =

Then we can prove Lemma 4.4 in the case of the DE transformation. It can be proved by
just replacing the SE transformation with the DE transformation, and the function ¢; with ¢9
in the proof of Lemma A.2.

Lemma A.5. Let d be a constant with 0 < d < 7/2 and let Z = ¢.;(Z4). Suppose that
k(z,-) € HC(2) for all z € 2, k(-,w) € Mp(2) for all w € Z, and f € HC(Z). Then
KfeMy(2).

Remark 3. In the statements of these lemmas, the parameter d is limited to 0 < d < 7 or
0 < d < 7/2. This is required to ensure that ¢>%(Z,) and ¢2%(Zq) are bounded domains. One
may notice, however, that such conditions have not appearecf in Section 4. This is because the
boundedness of the domains is independently assumed by Definition 2.4.
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