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On Shortest Disjoint Paths in Planar Graphs

Yusuke Kobayashi∗ Christian Sommer†

Abstract

For a graph G and a collection of vertex pairs {(s1, t1), . . . , (sk, tk)}, the k disjoint paths
problem is to find k vertex-disjoint paths P1, . . . , Pk, where Pi is a path from si to ti for
each i = 1, . . . , k. In the corresponding optimization problem, the shortest disjoint paths
problem, the vertex-disjoint paths Pi have to be chosen such that a given objective function
is minimized. We consider two different objectives, namely minimizing the total path length
(minimum sum, or short: min-sum), and minimizing the length of the longest path (min-
max), for k = 2, 3.

min-sum: We extend recent results by Colin de Verdière and Schrijver to prove that, for
a planar graph and for terminals adjacent to at most two faces, the Min-Sum 2 Disjoint
Paths Problem can be solved in polynomial time. We also prove that, for six terminals
adjacent to one face in any order, the Min-Sum 3 Disjoint Paths Problem can be solved in
polynomial time.

min-max: The Min-Max 2 Disjoint Paths Problem is known to be NP-hard for general
graphs. We present an algorithm that solves the problem for graphs with tree-width 2 in
polynomial time. We thus close the gap between easy and hard instances, since the problem
is weakly NP-hard for graphs with tree-width at least 3.

1 Introduction

The vertex-disjoint paths problem is one of the classic problems in algorithmic graph theory and
combinatorial optimization, and has many applications, for example in transportation networks,
VLSI-design [7, 16], or routing in networks [14, 22]. The input of the vertex-disjoint paths
problem is a graph G = (V,E) and k pairs of vertices (s1, t1), . . . , (sk, tk), for which the algorithm
has to find k pairwise vertex-disjoint paths connecting si and ti, if they exist. Paths are called
vertex-disjoint if they have no vertices in common (except, possibly, at the end points).

In the optimization version of the problem, we are interested in short vertex-disjoint paths.
We may want to minimize the total length (minimum sum) or the length of the longest path
(min-max objective function). A more formal description of the problem is as follows.

Min-Sum k Disjoint Paths Problem (Min-Max k Disjoint Paths Problem)
Input: A graph G = (V,E), k pairs of vertices (s1, t1), (s2, t2), . . . , (sk, tk) in G (which are

sometimes called terminals), and a length function l : E → R+.
Output : Vertex-disjoint paths P1, . . . , Pk in G such that Pi is from si to ti for i = 1, 2, . . . , k,

minimizing
∑k

i=1 l(Pi) (or minimizing maxi l(Pi)), where l(Pi) =
∑

e∈E(Pi)
l(e).
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1.1 Related work

If k is part of the input, the vertex-disjoint paths problem is one of Karp’s NP-hard prob-
lems [11], and it remains NP-hard even if G is constrained to be planar [13]. If k is a fixed
number, k pairwise vertex-disjoint paths can be found in polynomial time in directed planar
graphs [19] and in directed acyclic graphs [6], whereas the problem in general directed graphs
is NP-hard even if k = 2 [6]. It is known that the disjoint paths problem in undirected graphs
is solvable in polynomial time when k = 2 [20, 21, 24]. Perhaps the biggest achievement in
this area is Robertson and Seymour’s polynomial-time algorithm for the problem in undirected
graphs when k is fixed [17].

The optimization problem is considerably harder. The problem of finding disjoint paths
minimizing the total length is wide open and only a few cases are known to be solvable in
polynomial time (see also Table 1). First, finding k disjoint s-t paths (i.e., s1 = · · · = sk = s
and t1 = · · · = tk = t) with minimum total length (min-sum) is still possible in polynomial
time, since it reduces to finding the standard minimum cost flow [23]. The min-sum problem
is solvable in linear time for graphs with bounded tree-width [18]. For the following two cases,
the min-sum problem can also be reduced to the minimum cost flow problem and can thus be
solved in polynomial time:

• All sources (or sinks) coincide, that is, s1 = · · · = sk (or t1 = · · · = tk, respectively).

• The graph is planar, all terminals are incident with a common face, and their cyclic order
is s1, . . . , sk, tk, . . . , t1 (called well-ordered).

Another special case of the min-sum problem has recently been solved by Colin de Verdière and
Schrijver [3]. They showed the following:

Theorem 1 (Colin de Verdière and Schrijver [3]). If a given directed or undirected graph G is
planar, all sources are incident to one face S, and all sinks are incident to another face T ̸= S,
then we can find k vertex-disjoint paths in G with minimum total length in O(kn log n) time.

If the length of the longest path is to be minimized (min-max), the problem seems to be
harder than the min-sum problem. The problem of finding two s-t paths minimizing the length
of the longer path is NP-hard for an acyclic directed graph [10], but 2-approximable [12] using
the min-sum version. Moreover, the problem is strongly NP-hard for general directed graphs
when s1, s2, t1, and t2 are distinct [12]. For an overview, see Table 2.

Conditions Complexity
k = 2 directed NP-hard

directed, planar, one face OPEN
undirected OPEN
undirected, planar, two faces P (Theorem 2)

k = 3 undirected, planar, one face P (Theorem 11)
k: fixed undirected OPEN
k: general undirected NP-hard

s1 = · · · = sk and/or t1 = · · · = tk P (Min-cost flow)
planar, one face, well-ordered P (Min-cost flow)
planar, S ̸= T faces P [3]
bounded tree-width O(n) [18]

Table 1: Results for the Min-Sum Disjoint Paths Problem.
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Conditions Complexity
k = 2 directed, acyclic, s1 = s2, t1 = t2 NP-hard [10]

pseudo-polynomial [12]
directed, s1 = s2, t1 = t2 2-approx. [12]
directed strongly NP-hard [12]
undirected, tree-width ≥ 3, planar NP-hard ([26] and Theorem 14)
undirected, tree-width ≤ 2 P (Theorem 18)

Table 2: Results for the Min-Max Disjoint Paths Problem.

Yet another variant of the objective function for the problem of finding two disjoint paths
for one pair of terminals is the following: Before summing up the path lengths, the length of the
longer path is multiplied by a factor α ∈ (0, 1), which parameterizes the cost function. α = 1
would yield the min-sum variant and α = 0 would yield the so-called ‘min-min’ variant, in
which the length of the shorter path is to be minimized, which is NP-hard [25]. For α ∈ (0, 1)
there is an approximation algorithm with ratio 1+α

2α , which, for directed graphs, is claimed to be
optimal unless the polynomial hierarchy collapses completely [27]. If the length of the shorter
path is multiplied by α ∈ (0, 1), there is an approximation algorithm with ratio 2

1+α , which is
claimed to be tight as well [26].

1.2 Contribution

We extend the min-sum results of Colin de Verdière and Schrijver [3] for undirected graphs and
k = 2 as follows: the two disjoint faces F1, F2 may be ‘mixed’ such that

• s1, s2, t1 are incident to F1 and t2 is incident to F2 (Theorem 3),

• s1, t1 are incident to F1 and s2, t2 are incident to F2 (Theorem 6).

Our algorithms consist of non-trivial reductions to Theorem 1. By combining Theorem 1 with
our new results, flow reductions, and trivially infeasible inputs, we obtain the following theorem.

Theorem 2. Let G = (V,E) be an undirected planar graph, and let F1 and F2 be its faces. If
each terminal is on one of the boundaries of F1 and F2, then the Min-Sum 2 Disjoint Paths
Problem in G is solvable in polynomial time.

We also give a polynomial-time algorithm for the Min-Sum Disjoint Paths Problem when
k = 3 and all terminals are incident to one face (Theorem 11). Our contribution is to give an
algorithm for the case when the terminals are not well-ordered, by a non-trivial reduction to
Theorem 1. For a summary, see Table 3.

one face two faces
k = 2 flow Theorems 1, 3, 6
k = 3 flow, Theorem 11 OPEN

Table 3: min-sum results in planar undirected graphs.

For the Min-Max 2 Disjoint Paths Problem, we draw the line between tractable and hard
problems: We prove weak NP-hardness of the Min-Max 2 Disjoint Paths Problem for planar
graphs with tree-width 3 using a reduction from the Partition problem (Theorem 14). We
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later learned that the reduction was used independently in almost the same manner in [26]
already, without an explicit link to the tree-width and the min-max variant. For graphs with
tree-width 2 (including series-parallel graphs and outer-planar graphs), we provide a polynomial-
time algorithm (Theorem 18). The same algorithm also works for the Min-Min 2 Disjoint Paths
Problem and the α-variants from [26, 27].

For both the min-sum and the min-max versions and for the variants with cost functions
parameterized by α as defined in [26, 27], we give a pseudo-polynomial-time algorithm for
graphs with bounded tree-width (Theorem 19). The algorithm runs in polynomial time for the
min-sum objective function [18].

2 Preliminaries

Let G = (V,E) be an undirected graph with vertex set V and edge set E, and let n = |V |
denote the number of vertices. Since we consider vertex-disjoint paths, in what follows, we may
assume that the graph has no multiple edges and no self-loops. An edge connecting u, v ∈ V is
denoted by uv, whereas (u, v) represents the arc from u to v in a directed graph. For a subgraph
H of G, the vertex set and the edge set of H are denoted by V (H) and E(H), respectively.
Let δ(v) denote the set of edges incident to v ∈ V . For U ⊆ V , let G[U ] be the subgraph of
G = (V,E) induced by U , that is, its vertex set is U and its edge set consists of all edges in
E with both ends in U . A graph G is planar if it can be embedded in a plane Σ such that no
edges intersect, except at their end points. To simplify notation, we do not distinguish between
a vertex of G and the point of Σ used in the embedding to represent the vertex, and we do
not distinguish between an edge and the curve on Σ representing it. A region is a subset of Σ,
and for a region R, let G[[R]] denote the subgraph of G consisting of the vertices and the edges
in R. For a face F of a planar graph, let ∂F denote the boundary of F . A planar graph is
outer-planar if it allows for a planar embedding such that all its vertices are on the outer face.
A path P , which is denoted by P = (v1, v2, . . . , vl), is a subgraph consisting of vertices v1, . . . , vl

and edges e1 = v1v2, . . . , el−1 = vl−1vl. When v1 = vl, it is called a cycle. A path (or a cycle) is
simple if vi ̸= vj for distinct i, j (except for v1 = vl). For a simple path P = (v1, v2, . . . , vl), let
P [vi,vj ] denote the path (vi, vi+1, . . . , vj), and it is called a subpath of P . For a length function
l : E → R+, the length of a path P is denoted by l(P ), and for a pair of vertices u, v ∈ V , let
dG(u, v) denote the length of a shortest path connecting u and v in G.

Suppose that two simple paths P1 = (v1
1, v

1
2, . . . , v

1
l1
) and P2 = (v2

1, v
2
2, . . . , v

2
l2
) in a planar

graph have a common vertex v1
i = v2

j = v. We say that P1 and P2 cross at v if vv1
i−1, vv2

j−1, vv1
i+1,

and v, v2
j+1 are incident with v cyclically in this order. Similarly, suppose that two paths P1

and P2 have a common subpath P in a planar graph. Assume that if we contract all edges in
P , then the two paths correspoding to P1 and P2 cross at the vertex corresponding to P . In
this case, we say that P1 and P2 cross at P . We say that a path or a cycle crosses with itself if
it has two crossing subpaths.

For a simple cycle C in a planar graph, the inside of C is the bounded closed region whose
boundary is C. We define the inside of C when C is not simple but does not cross with itself
(see Fig. 1).

The tree-width of a graph was introduced by Halin [8], but it went unnoticed until it was re-
discovered by Robertson and Seymour [15] and, independently, by Arnborg and Proskurowski [1].
The tree-width of a graph is defined as follows.

Definition 1. Let G be a graph, T a tree and let V = {Vt ⊆ V (G) | t ∈ V (T )} be a family of
vertex sets of G indexed by the vertices t of T . The pair (T,V) is called a tree-decomposition of
G if it satisfies the following three conditions:
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C

Figure 1: Inside of a cycle.

• V (G) =
∪

t∈T Vt

• for every edge e ∈ G there exists a t ∈ T such that both ends of e lie in Vt

• If t, t′, t′′ ∈ V (T ) and t′ lies on the path of T between t and t′′, then Vt ∩ Vt′′ ⊆ Vt′ .

The width of (T,V) is the number max{|Vt| − 1 | t ∈ T} and the tree-width tw(G) of G is the
minimum width of any tree-decomposition of G.

The tree-width is a good measure of the algorithmic tractability of graphs. It is known that
a number of hard problems on graphs, such as “Hamiltonian cycle” and “chromatic number”,
can be solved efficiently when the given graph has small tree-width [1]. A graph has tree-width 1
if and only if it is a forest, and families of graphs with tree-width at most 2 include outer-planar
graphs and series-parallel graphs.

3 Min-Sum Objective Function

In this section, we deal with the Min-Sum k Disjoint Paths Problem for k = 2, 3. To simplify
the arguments, we use a perturbation technique such that all shortest paths are unique (see [5]).
For E = {e1, e2, . . . , em} and l : E → R+, we use a new length function l′ : E → R+ defined
by l′(ei) = l(ei) + εi for each i, where ε is an infinitely small positive number. Then, each
path has a different length. In particular, the Min-Sum k Disjoint Paths Problem has a unique
optimal solution if it has a feasible solution. In what follows, in this section, we simply denote
the perturbed length function by l.

3.1 Min-Sum 2 Disjoint Paths Problem

In this section, we prove Theorem 2, which we restate here.

Theorem. Let G = (V,E) be an undirected planar graph, and let F1 and F2 be its faces. If
every terminal is on ∂F1 ∪ ∂F2, then the Min-Sum 2 Disjoint Paths Problem in G is solvable
in polynomial time.

Proof. The four terminals s1, s2, t1, and t2 may lie on two faces as follows:

• s1, s2, t1, and t2 are incident to F1 (min-cost flow [23] or trivially infeasible),

• s1, s2 are incident to F1 and t1, t2 are incident to F2 (Theorem 1 due to [3]),

• s1, s2, t1 are incident to F1 and t2 is incident to F2 (Theorem 3), or

• s1, t1 are incident to F1 and s2, t2 are incident to F2 (Theorem 6).
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s2

s1 t1

t2

P

v

u
P1

P2

F1

Figure 2: Definitions of P , u, and v.

The remaining cases (e.g. the case with s2 alone on one face) are symmetric for undirected
graphs.

Theorem 3. Let G = (V,E) be an undirected planar graph, and F1 and F2 be its faces. If
three terminals are on ∂F1 and the remaining terminal is on ∂F2, then the Min-Sum 2 Disjoint
Paths Problem in G is solvable in O(n3 log n) time.

Proof. Let s1, s2, t1 ∈ ∂F1 and t2 ∈ ∂F2 be terminals. Let P be the shortest path connecting s1

and t2. The basic idea of the algorithm is to, for all pairs of vertices u, v on P , transform the
original problem to an instance of the problem that can be solved using the algorithm by Colin
de Verdière and Schrijver. The transformation is described in Lemma 5. In Lemma 4 we prove
that the solution remains optimal.

Lemma 4. Suppose that a pair of paths (P1, P2) is the unique optimal solution of the Min-Sum
2 Disjoint Paths Problem. Let u be the vertex in V (P1)∩V (P ) closest to t2 in the ordering along
P , and let v be the vertex in V (P2) ∩ V (P [u,t2]) closest to u in the ordering along P (Fig. 2).
Then, P [v,t2] is a subpath of P2.

Proof. Suppose that P [v,t2] is not a subpath of P2, and define P ′
2 = P

[s2,v]
2 ∪P [v,t2]. By definition

of u and v, P1 and P ′
2 are disjoint. Since P is the shortest path, every subpath P [a,b] is the

shortest path between a and b, thus, l(P [v,t2]) < l(P [v,t2]
2 ), which implies that l(P ′

2) < l(P2).
Here we use the fact that the shortest path is unique. Then, (P1, P

′
2) is a shorter solution, which

contradicts the optimality of (P1, P2).

Lemma 5. For distinct vertices u, v on P such that u is closer to s1 than v, in O(n log n) time,
we can either find two simple disjoint paths P1 and P2 minimizing the total length l(P1) + l(P2)
such that

1. Pi connects si and ti for i = 1, 2,

2. u ∈ V (P1) and V (P1) ∩ V (P ) ⊆ V (P [s1,u]), and

3. P2 ∩ P [u,t2] = P [v,t2],

or conclude that such P1 and P2 do not exist.

Proof. Delete all vertices in V (P [u,t2]) \ {u, v, t2}. This yields a graph G′. Note that u and v
are on the boundary of the same face F ′ in G′, because all internal vertices of P [u,v] have been
removed.

We find three paths Q1, Q2, and Q3 in G′ minimizing the total length such that
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u

u1 u2

v1

v2

vp
vpv1

v2

w2

w1 wp

Figure 3: Construction of D2.

• Q1 connects s1 and u, Q2 connects t1 and u, Q3 connects s2 and v,

• V (Q2) ∩ V (Q3) = V (Q3) ∩ V (Q1) = ∅, and V (Q1) ∩ V (Q2) = {u}.

In order to apply Theorem 1, we divide u into two distinct vertices and construct a digraph
as follows. Let v1, v2, . . . , vp be the vertices in G′ adjacent to u such that v1, vp ∈ ∂F ′ and
uv1, uv2, . . . , uvp are incident to u in this order. Let D1 = (V1, E1) be the digraph obtained
from G−u by replacing each edge with two parallel arcs of opposite direction. Define a digraph
D2 = (V2, E2) (see Fig. 3) by

V2 = V1 ∪ {w1, w2, . . . , wp, u1, u2},

E2 = E1 ∪
p∪

i=1

{(vi, wi)} ∪
p−1∪
i=1

{(wi, wi+1), (wi+1, wi)} ∪ {(w1, u1), (wp, u2)}.

Define a new length function l′ : E2 → R+ as

l′(e) =


l(xy) if e = (x, y) or (y, x) for xy ∈ E,
l(viu) if e = (vi, wi),
0 otherwise.

By finding three disjoint paths Q′
1, Q

′
2, Q

′
3 with minimum total length such that Q′

1 is from s1 to
u1 (or u2, respectively), Q′

2 is from t1 to u2 (or u1, respectively), and Q′
3 is from s2 to v, we can

obtain the desired paths Q1, Q2, and Q3. This can be done in O(n log n) time by Theorem 1.
Then, P1 = Q1 ∪ Q2 and P2 = Q3 ∪ P [v,t2] are the desired disjoint paths in G.

By Lemma 4, we can find the optimal solution of the Min-Sum 2 Disjoint Paths Problem by
executing the procedure described in Lemma 5 for each pair of vertices u and v on the shortest
path between s1 and t2. This concludes the proof of Theorem 3.

Theorem 6. Let G = (V,E) be an undirected planar graph, and F1 and F2 be its faces. If
s1, t1 ∈ ∂F1 and s2, t2 ∈ ∂F2 are terminals, then the Min-Sum 2 Disjoint Paths Problem in G
is solvable in O(n3 log n) time.

Proof. Let C1
i and C2

i be components of ∂Fi − {si, ti} for i = 1, 2. We say that a path P

connecting s1 and t1 (or s2 and t2) is in the Cj
1 side of F2 (or in the Cj

2 side of F1, respectively)
if F1 and F2 are not on the inside of P ∪ Cj

1 (or P ∪ Cj
2 , respectively) for j = 1, 2 (Fig. 4).

The following lemma directly implies Theorem 6.

Lemma 7. For j1, j2 ∈ {1, 2}, there is an O(n3 log n) time algorithm to find two paths P1 and
P2 such that
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s2

s1 t1

t2

F1

C1
1

C1
2

C1
1 side of F2

F2

C1
2 side of F2

Figure 4: C1
1 side and C1

2 side.

(1) Pi connects si and ti,

(2) P1 is on the Cj1
1 side of F2, P2 is on the Cj2

2 side of F1, and

(3) if the optimal solution of the original Min-Sum 2 Disjoint Paths Problem satisyfies (1)
and (2), (P1, P2) is the optimal solution.

In what follows, we show the lemma. By symmetry, it suffices to consider the case j1 = j2 =
1.

We take the shortest path connecting si and ti that is on the C1
i side for i = 1, 2. Note that

Ji is not necessarily simple, but Ji does not cross with itself (see Fig. 5). The inside of C1
i ∪ Ji

is denoted by Ri. A precise description of the algorithm of this part is as follows.

Lemma 8. We can find the shortest path Ji among all paths connecting si and ti that are on
the C1

i side in O(n log n) time.

Proof. We only deal with the case of i = 1. The case for i = 2 is analog. We find the shortest
paths Js from s1 to ∂F2 and Jt from t1 to ∂F2. Then, Js and Jt do not cross. Let vs and vt be
end vertices of Js and Jt in ∂F2, respectively. We choose a path J ⊆ ∂F2 connecting vs and vt

such that Js ∪ J ∪ Jt is on the C1
1 side of F2.

Then, the desired J1 is contained in the inside of C1
1 ∪ Js ∪ J ∪ Jt. By finding the shortest

path from s1 to t1 in the inside of C1
1 ∪ Js ∪ J ∪ Jt, we can find the desired J1. This can be

done in O(n log n) time by Dijkstra’s algorithm [4].

s2

s1

t2

t1

v

R1

J1

Figure 5: Case when J1 is not simple.

Then, one can see that R1 ∩ R2 ⊆ J1 ∩ J2. In other words, J1 and J2 do not cross.
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s2

s1 t1

t2

J2

F1

C1
1

C2
1

J1

R1

F2

R2

s2

s1 t1

t2

J2

F1

C1
1

C2
1

J1

R1

F2

R2

Figure 6: Relation betwen F ′
1 and F ′

2.

Lemma 9. Suppose that J1, J2, R1, R2 are defined as above. Consider the problem of finding the
pair of paths minimizing the total length among the pairs of disjoint paths (P1, P2) satisfying (1)
and (2) of Lemma 7. If this problem has a feasible solution, then the optimal solution (P1, P2)
satisfies that Pi ⊆ Ri for i = 1, 2.

Proof. Suppose that (P1, P2) is the optimal solution of the problem, and the interior of a path
P

[u,v]
1 is in Σ − R1 for some u, v ∈ V (P1) ∩ V (J1).

Then, replace P1 by a new path P ′
1 defined by P ′

1 = (P1 \ P
[u,v]
1 ) ∪ J

[u,v]
1 . Since J1 is the

shortest path, we have l(J [u,v]
1 ) < l(P [u,v]

1 ), and hence l(P ′
1) < l(P1). P ′

1 and P2 are mutually
disjoint, because P1 and P2 are mutually disjoint. This contradicts the optimality of (P1, P2).
Hence, we have P1 ⊆ R1, and P2 ⊆ R2 is shown in the same way.

By this lemma, it suffices to find the disjoint paths in G[[R1 ∪ R2]]. We distinguish the
following two cases. In the first case, we consider simple paths Ji. In the second case, we
modify Ji such that we get a simple path, for which the procedure of the first case can be
applied.

Case 1: First, we consider the case when both J1 and J2 are simple. Define G′ = G[[R1∪R2]],
and let F ′

1 and F ′
2 be its faces containing F1 and F2, respectively. Then we can consider the

following two cases: F ′
1 = F ′

2 or F ′
1 ̸= F ′

2 (see Fig. 6). Since the case F ′
1 = F ′

2 is solvable by a
min-cost flow algorithm in G′, we may assume that F ′

1 ̸= F ′
2.

Then, there exist vertices v1 ∈ ∂F ′
2 ∩ J1 and v2 ∈ ∂F ′

1 ∩ J2. We take a sequence of vertices
v0
1, v

1
1, . . . , v

k1
1 in R1 such that v0

1 = v1, vk1
1 ∈ C1

1 (if C1
1 consists of one edge, we add a vertex

in the middle of the edge, and the added vertex is vk1
1 ) and vl

1 is on the boundary of the face
of G′ − ((δ(v0

1) ∪ · · · ∪ δ(vl−1
1 )) − R2) containing F ′

2. Note that we can use G′ − {v0
1, . . . , v

l−1
1 }

instead of G′ − ((δ(v0
1) ∪ · · · ∪ δ(vl−1

1 )) − R2) if v0
1, v

1
1, . . . , v

l−1
1 ̸∈ J2. We take v0

2, v
1
2, . . . , v

k2
2 in

the same way. We also note that such sequences exist, because J1 and J2 are simple.

Lemma 10. Given 0 ≤ l1 ≤ k1 and 0 ≤ l2 ≤ k2, we can find in O(n log n) time disjoint paths
P1 and P2 of minimum total length such that Pi passes through vli

i but not through v0
i , . . . , v

li−1
i

for each i.

Proof. We find four paths Ps1 , Pt1 , Ps2 , and Pt2 in Gl1,l2 = G′− ((δ(v0
1)∪ · · · ∪ δ(vl1−1

1 ))−R2)−
((δ(v0

2)∪ · · · ∪ δ(vl2−1
2 ))−R1) minimizing the total length such that Psi connects si and vli

i , Pti

connects ti and vli
i , and they are mutually vertex-disjoint except for V (Psi) ∩ V (Pti) = {vli

i }.
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In Gl1,l2 , the vertices vl1
1 , s2, t2 are on the boundary of a common face, and the vertices

vl2
2 , s1, t1 are on the boundary of another face. Thus, using the same argument as in the proof

of Lemma 5, we can find in O(n log n) time four such paths by Theorem 1 with k = 4.
Then, P1 = Ps1 ∪ Pt1 and P2 = Ps2 ∪ Pt2 are the desired paths.

We can easily see that if a path Pi between si and ti is contained in Ri, then there exists
an integer 0 ≤ l ≤ ki such that Pi passes through vl

i but not through v0
i , . . . , v

l−1
i , because Pi

passes through at least one of v0
i , . . . , v

ki
i . Therefore, in order to solve the problem in Lemma 7,

it suffices to execute the procedure described in Lemma 10 for every pair (l1, l2). Hence, it can
be done in O(n3 log n) time.

Case 2: Next we consider the case when Ji is not simple. Assume that J1 passes through a
vertex v twice, and J

[s1,v]
1 ∪ J

[v,t1]
1 is a simple path which is shorter than J1 and in the C1

2 side
of F2 (see Fig. 5).

By Lemma 9, when we find the shortest disjoint paths (P1, P2) satisfying (1) and (2) in
Lemma 7, we may assume that P2 and J

[s1,v]
1 ∪ J

[v,t1]
1 intersect only at v, or do not intersect.

For a pair of paths (P1, P2) satisfying (1) and (2), if P2∩ (J [s1,v]
1 ∪J

[v,t1]
1 ) = ∅, (P1, P2) is not the

optimal solution of the original Min-Sum 2 Disjoint Paths Problem, because (J [s1,v]
1 ∪J

[v,t1]
1 , P2)

is shorter than (P1, P2).
Hence, we only consider the case when P2 passes through v. In this case, we find the shortest

path J ′
1 from s1 to t1 in G[[R1]] − v, and replace J1 with J ′

1. Then we can execute the same
procedure as for Case 1.

This completes the proof of Lemma 7, and Theorem 6 follows.

3.2 Min-Sum 3 Disjoint Paths Problem

Theorem 11. Let G = (V,E) be an undirected planar graph and let F be its face. If all six
terminals are on ∂F , then the Min-Sum 3 Disjoint Paths Problem in G is solvable in O(n4 log n)
time.

Proof. We assume that F is the outer unbounded face. By exchanging the labels of the vertices,
it suffices to consider the case when s1, t1, s2, t2, s3, and t3 are clockwise in this order along ∂F .
Note that, in the other cases, we can solve the problem by a minimum cost flow algorithm [23],
or we can conclude immediately that there is no feasible solution.

Let ∂Fi be the component of ∂F −{si, ti} that does not contain any terminals for i = 1, 2, 3.
For each i, let Ji be the shortest path connecting si and ti in G, and the inside of Ji ∪ ∂Fi is
denoted by Ri. Then, one can see that Ri ∩ Rj ⊆ Ji ∩ Jj for distinct i and j. In other words,
Ji and Jj do not cross (see Fig. 7).

In the same way as Lemma 9, we have the following lemma.

Lemma 12. If there exists a feasible solution of the Min-Sum 3 Disjoint Paths Problem, the
optimal solution (P1, P2, P3) satisfies that Pi ⊆ Ri for i = 1, 2, 3.

By Lemma 12, it suffices to deal with the graph G[[R1 ∪R2 ∪R3]]. For convenience, we add
to G[[R1 ∪ R2 ∪ R3]] three edges t1s2, t2s3, t3s1 such that all terminals are on the boundary of
the outer unbounded face. Let G′ denote the obtained planar graph.

Then, there exists a bounded face (or a single vertex) Q of G′ intersecting with J1, J2, and
J3. Take vi ∈ V (Ji) ∩ Q for i = 1, 2, 3 (see Fig. 7).

In a similar way as Case 1 in the proof of Lemma 7, we find a sequence of vertices
v0
1, v

1
1, . . . , v

k1
1 in R1 such that v0

1 = v1, vk1
1 ∈ ∂F1 and vl

1 is on the boundary of the face of

10
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Figure 7: Definitions of Ji and Ri.

G′−El
1 containing Q, where El

1 = (δ(v0
1)∪· · ·∪δ(vl−1

1 ))− (R2∪R3). We also find v0
i , v

1
i , . . . , v

ki
i

and define El
i for i = 2, 3 in the same way.

Next we show the following lemma.

Lemma 13. For integers l1, l2, l3 with 0 ≤ li ≤ ki, we can find in O(n log n) time disjoint paths
P1, P2, P3 of minimum total length such that Pi passes through vli

i but not through v0
i , . . . , v

li−1
i

for each i.

Proof. We find six paths Ps1 , Pt1 , Ps2 , Pt2 , Ps3 , and Pt3 in G′ −El1
1 −El2

2 −El3
3 minimizing the

total length such that Psi connects si and vli
i , Pti connects ti and vli

i , and they are mutually
vertex disjoint except for V (Psi) ∩ V (Pti) = {vli

i }. Since vl1
1 , vl2

2 , and vl3
3 are on the boundary

of a same face of G′ − El1
1 − El2

2 − El3
3 , using the same argument as the proof of Lemma 5, we

can find in O(n log n) time six such paths by Theorem 1 with k = 6.
Then, P1, P2, P3 defined by Pi = Psi ∪ Pti are the desired paths.

If a path Pi between si and ti is contained in Ri, then there exists an integer 0 ≤ l ≤ ki

such that Pi passes through vl
i but not through v0

i , . . . , v
l−1
i . Thus, in order to solve the original

problem, it suffices to execute the procedure described in Lemma 13 for every triple (l1, l2, l3),
which can be done in O(n4 log n) time.

4 Min-Max Objective Function

We reprove NP-hardness of the Min-Max 2 Disjoint Paths Problem for planar graphs with tree-
width 3, using a reduction from the Partition problem. We later learned that the reduction
was used independently in almost the same manner in [26] already, without an explicit link to
the tree-width and the min-max variant. For graphs with tree-width 2 (including series-parallel
graphs and outer-planar graphs), we provide a polynomial-time algorithmfor the Min-Max 2
Disjoint Paths Problem.

4.1 Hardness

In the Partition problem, we are given m items with weights w1, w2 . . . wm ∈ Z+, which are
to be split into two subsets of the same weight. The Partition problem is also one of Karp’s
NP-hard problems [11]. Note that the problem is weakly NP-hard, that is, it is NP-hard when
the input size of the problem is O(m + log(maxi wi + 1)). We also note that, using dynamic
programming, the problem is solvable in time polynomial in m and maxi wi + 1.
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Figure 8: Graph G with tree-width 3.

Observe that the hard graphs for the min-max objective function are trivial for the min-sum
objective function.

Theorem 14 ([26]). The Min-Max 2 Disjoint Paths Problem is (weakly) NP-hard for planar
graphs with tree-width at least 3.

Proof. The polynomial-time reduction from the NP-hard problem Partition(w0, w1, . . . , wm−1)
to a graph is shown in Fig. 8.

For each weight wi we add four vertices (two on each side, source and target) and six edges;
the graph G = (V,E) is defined by

V := {s, t} ∪
m∪

i=1

Vi, E := {su1,s, sv1,s, um,sum,t, vm,svm,t, um,tt, vm,tt} ∪
m−1∪
i=1

Ei,

where

Vi = {ui,s, ui,t, vi,s, vi,t}, Ei = {ui,sui,t, ui,tui+1,s, ui,tvi+1,s, vi,svi,t, vi,tvi+1,s, vi,tui+1,s}.

All edges have weight 0, except for the edges (ui,s, ui,t), which have weight wi. This graph
has tree-width 3 as we can put two consecutive vertices from one side and their counterparts
on the other side into a subset, which yields a path as tree-decomposition. Note that the graph
can be embedded in a plane without edge intersections.

Two optimal paths with respect to the min-max objective function solve the partition prob-
lem as follows: if the edge ui,sui,t is on path P1, include wi in set S1, otherwise include wi in
set S2. In each ‘step’ i, only one path may use the 0-edge and the other path is required to
take the wi-edge. The min-max objective function is optimized if and only if the weights are
partitioned evenly and both paths have the same length.

Corollary 15. The Min-Max 2 Disjoint Paths Problem is (weakly) NP-hard for planar graphs.

4.2 Polynomial-time algorithm for tree-width-2 graphs

We first give a polynomial-time algorithm for outer-planar graphs. Recall that a graph is outer-
planar if it can be drawn such that every vertex is incident to the outer face and no edges cross.
Consider the cyclic order of terminals in clock-wise direction of an outer-planar graph. For
k ≥ 2 terminal pairs, if there is a feasible solution – that is, there are k disjoint paths – it may
never happen that only one terminal of a pair (si, ti) lies between the terminals of another pair
(sj , tj), since their paths Pi and Pj would intersect. Without loss of generality, we may assume
that the cyclic order of the two terminal pairs is (s1, t1, t2, s2). Note that a minimum cost flow
algorithm can not optimize the min-max objective function. We name the sets of nodes between
the terminals by North, South, East, and West as follows: let W denote the nodes between s1

and s2, let N denote the nodes between s1 and t1, let E denote the nodes between t1 and t2,

12



and let S denote the nodes between s2 and t2. Nodes and edges from and to N may not be
used by P2 and, analogously, nodes in S are prohibited for P2. Of course, every edge may be
used by at most one path. Observe that if an edge between a node from W and a node from E
is part of the optimal solution, then all nodes and edges ‘below’ this edge may only be part of
P2 and all edges ‘above’ may only be part of P1. We split the problem of finding disjoint paths
into a polynomial number of two independent shortest path problems. Every pair of nodes from
({s2} ∪ W) × ({t2} ∪ E) defines a partition, which defines two vertex-induced subgraphs. The
algorithm solves two independent shortest path problems, one for each subgraph.

The running time can be improved by a linear factor if, instead of node pairs, we consider
edges between W and E .

Algorithm 1. Input: an undirected outer-planar graph G = (V,E), terminals s1, s2, t1, t2 ∈ V ,
w.l.o.g. in cyclic order (s1, t1, t2, s2).

Let W denote the nodes between s1 and s2, let N denote the nodes between s1 and t1, let
E denote the nodes between t1 and t2, and let S denote the nodes between s2 and t2.

1. For each pair (w, e) ∈ ({s2} ∪W) × ({t2} ∪ E) such that we ∈ E or (w, e) = (s2, t2)

• Partition W into W1 containing the nodes between w and s1 and W2 = W \W1

• Partition E into E1 containing the nodes between e and t1 and E2 = E \ E2

• Find a shortest path P1 between s1 and t1 in G1 = G[{s1, t1} ∪ N ∪W1 ∪ E1]

• Find a shortest path P2 between s2 and t2 in G2 = G[{s2, t2} ∪ S ∪W2 ∪ E2]

• Update the previous optimum (SP1, SP2) if (P1, P2) is a better solution

2. Return the optimal solution (SP1, SP2).

Theorem 16. Algorithm 1 optimally solves the Min-Max 2 Disjoint Paths Problem for outer-
planar graphs in time O(n2).

Proof. Time complexity: The number of edges between W and E is at most O(n). For each pair
of endpoints the algorithm solves two independent shortest path problems in time O(n) [9].

Correctness: Each edge may be used by at most one path. If an edge between a node from
W and a node from E is part of the optimal solution, then all nodes and edges ‘below’ this edge
may only be part of P2 and all edges ‘above’ may only be part of P1. Therefore, by computing
the solution for all possible partitions, the algorithm finds the optimal solution.

In what follows, we reduce the Min-Max 2 Disjoint Paths Problem in graphs with tree-
width 2 to the problem in outer-planar graphs.

Definition 2. A graph has contracted tree-width 2 if it has tree-width 2 and the corresponding
tree-decomposition (T,V) satisfies that no pair of vertices is contained in more than two vertex
sets of V, that is |Vt1 ∩ Vt2 ∩ Vt3 | ≤ 1 for any t1, t2, t3 ∈ V (T ).

Lemma 17. Graphs with contracted tree-width 2 are outer-planar.

Proof. Proof is by induction. A graph consisting of three vertices is obviously outer-planar.
Let (T,V) be the tree-decomposition of G = (V,E) with contracted tree-width 2. Take a leaf
l ∈ V (T ) of T and let V ′ =

∪
t̸=l Vt. Then, by induction hypothesis, G[V ′] is outer-planar. If

|Vl ∩ V ′| = 1 then G is obviously outer-planar, and so we may assume that Vl ∩ V ′ = {u, v}.
If there exists an edge connecting u and v on the boundary of G′, then G is outer-planar.
Otherwise, a pair {u, v} is part of two sets of V\Vl, which contradicts the definition of contracted
tree-width. This shows that G remains outer-planar.
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We reduce the problem for a general graph with tree-width at most 2 to equivalent problems
in a graph with contracted tree-width 2 (which is also outer-planar), which we then solve using
Algorithm 1.

As the tree-width is at most 2, every set Vt ∈ V has cardinality at most three. The graph
induced by Vt and the edges of the original graph may consist of one or two edges or it may form
a triangle. The overlap with another set Vt′ consists of at most two vertices, |Vt ∩ Vt′ | ≤ 2 and
all these small graphs are linked forming a tree. In the tree decomposition (T,V), we update
the length of all edges uv that lie in more than two sets in V by deleting a subgraph or by
renaming the terminals.

Algorithm 2. Input: a graph G = (V,E) with tree-width at most 2, terminals s1, s2, t1, t2.

1. Compute a tree-decomposition (T,V) of G (see [2]). We may assume that Vi ̸= Vj for
distinct i, j ∈ V (T ).

2. While there exist pairs {u, v} with ∃Vt1 , Vt2 , Vt3 , t1 ̸= t2 ̸= t3 ̸= t1, {u, v} ⊆ Vt1 ∩ Vt2 ∩ Vt3

compute G−{u, v} in which there are at least three distinct components Gi1 , Gi2 , . . . , Gip .

• If some component Gi contains no terminal, remove Gi, add an edge uv (if uv does
not exist), and update l(uv) ← min{l(uv), dGi+u+v(u, v)}.

• If all Gi1 , Gi2 , . . . , Gip contain terminals, then p = 3, 4 and two subgraphs, say
Gi1 , Gi2 , contain one terminal each. Rename the terminals such that the termi-
nal in Gi1 is s1. Compute dGi1

+u(s1, u) and dGi1
+v(s1, v) and do the same for the

terminal in Gi2 . Remove Gi1 and Gi2 and create new instances as follows.
If the terminals ‘match’, meaning that the terminal in Gi2 is t1, recursively create
four instances of the problem (u = s1, v = t1; u = t1, v = s1; v = s1 = t1; and
u = s1 = t1) and return the minimal solution. Otherwise, if the terminals do
not match, recursively create two instances of the problem and return the minimal
solution.

3. The resulting graph is outer-planar. Solve the problem using Algorithm 1.

Theorem 18. Algorithm 2 optimally solves the Min-Max 2 Disjoint Paths Problem for graphs
with tree-width at most 2 in time O(n3).

Proof. Time complexity (very scarce estimates): There will be at most O(n) reductions as there
are at most O(n) edges, and the second reduction in Step 2 occurs at most twice. Each reduction
affects at most O(n) components. Finding the shortest path in each component takes time at
most O(n) [9]. Therefore, all reductions take time at most O(n3). The recursive call occurs at
most twice with at most four instances each. This yields at most 4 · 4 = O(1) disjoint shortest
path problems in an outer-planar graph, each of which can be solved in time O(n3).

Correctness: Removing {u, v} splits the graph into at least three component graphs, since
T contains no cycle.

• If one component, say Gi, does not contain a single terminal s1, s2, t1, t2, update the
edge length of uv by min{l(uv), dGi+u+v(u, v)}. This works since only one path may pass
through Gi.

• If Gi contains exactly one terminal, say s1, remove Gi from G and solve the disjoint
shortest path problem for two separate instances u = s1 and v = s1, add dGi+u(s1, u) and
dGi+v(s1, v), respectively, and return the minimum solution. This works since P2 cannot
enter and leave Gi without interfering with P1.
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• If Gi contains two terminals, then reduce another subgraph Gj using the rules from
above. At most two subgraphs may have this property and the resulting graph will have
the desired property for the pair {u, v}.

• The remaining cases are symmetric.

After Step 2, no edge uv is in more than two sets Vi, Vj of the tree-decomposition, which
is exactly the definition of contracted tree-width 2. The resulting graph is outer-planar by
Lemma 17. By computing the solution for all possible pairs, the algorithm finds the optimal
solution.

4.3 Pseudo-polynomial-time algorithm for bounded tree-width graphs

As shown in Theorem 14, the Min-Max k Disjoint Paths Problem is NP-hard even if k = 2
and the tree-width of the input graph is at most three, whereas the Min-Sum k Disjoint Paths
Problem can be solved in polynomial time in bounded tree-width graphs [18]. In this subsection,
for fixed k, we give a pseudo-polynomial-time algorithm for the Min-Max k Disjoint Paths
Problem in bounded tree-width graphs. Note that this technique also works for the weighted
versions introduced in [26, 27].

Theorem 19. Let G = (V,E) be a graph whose tree-width is bounded by a fixed constant, and
let ℓ : E → Z+ be an integer-valued length function. Then, for fixed k, the Min-Max k Disjoint
Paths Problem can be solved in time polynomial in |V | and ℓ(E).

Proof. We introduce a new problem called the weighted folio, whose unweighted version is
introduced in [15]. Let G = (V,E) be a graph, let ℓ : E → Z+ be an integer-valued length
function, and let X ⊆ V be a vertex set. A pair (X , z⃗) of a partition X = {X1, X2, . . . , Xp}
of X and an integer vector z⃗ = (z1, z2, . . . , zp) ∈ Zp

+ is realizable if there are disjoint trees
T1, T2, . . . , Tp in G such that Xi ⊆ V (Ti) and

∑
e∈E(Ti)

ℓ(e) = zi for i = 1, . . . , p. The weighted
folio is the problem to enumerate all realizable pairs (X , z⃗) in G. One can see that the solution
of the Min-Max k Disjoint Paths Problem is immediately derived from that of the weighted
folio in which X = {s1, . . . , sk, t1, . . . , tk}. That is, for a partition X = {{s1, t1}, . . . , {sk, tk}}
of X, it suffices to find a realizable pair (X , z⃗) minimizing maxi(zi). Note that the number of
realizable pairs is at most (|X|ℓ(E))|X|, which is polynomial size of ℓ(E) if |X| is fixed.

If the tree-width of the input graph is bounded by w, the weighted folio can be solved for
each bag using the standard dynamic programming technique, which takes time polynomial in
|V |, (w + |X|)w+|X|, and ℓ(E)w+|X| (see [1, 15]). This completes the proof.
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