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Abstract

The discrete variational method is a method to derive finite difference schemes on uniform grids
that inherit the conservation/dissipation property of the original equations. In this paper we extend
this method to multidimensional nonuniform grids.

1 Introduction
As is well-known, for PDEs that enjoy the conservation/dissipation property, numerical schemes that

inherit that property are often advantageous in that the schemes are fairly stable and give qualitatively
better numerical solutions in practice. For example, the Cahn–Hilliard equation

∂u

∂t
=

∂2

∂x2

(
pu + ru3 + q

∂2u

∂x2

)
, (t, x) ∈ (0,∞) × (0, L), (1.1)

has a dissipation property

d
dt

∫ L

0

(
p

2
u2 +

r

4
u4 − q

2

(
∂u

∂x

)2
)

dx ≤ 0, t > 0 (1.2)

under certain boundary conditions. Here p, q and r are real parameters that satisfy p < 0, q < 0 and
r > 0. Although the existence of the term related to the negative dispersion effect in this equation often
makes naive numerical schemes unstable, some numerical schemes that are designed so that they inherit
the dissipation property (1.2) are proved to be stable and convergent [2, 4].

Lately Furihata and Matsuo [3, 4, 5, 8, 9, 10, 11] have developed the so-called “discrete variational
method” that automatically constructs conservative/dissipative finite difference schemes for a class of
PDEs with the conservation/dissipation property that stems from a certain variational structure. Origi-
nally Furihata considered two types of equations in his first paper [3]. The first is the class of equations
of the form

∂u

∂t
= (−1)s+1

(
∂

∂x

)2s
δG

δu
, s = 0, 1, 2, 3, . . . , x ∈ [0, L], (1.3)

where δG/δu is the variational derivative, which is defined by

δG

δu
=

∂G

∂u
− ∂

∂x

∂G

∂ux
. (1.4)
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This class of equations includes the heat equation and the Cahn–Hilliard equation. The second is the
class of equations of the form

∂u

∂t
=

(
∂

∂x

)2s+1
δG

δu
, s = 0, 1, 2, 3, . . . , x ∈ [0, L], (1.5)

which includes the advection equation and the KdV equation. G(u, ux) denotes a certain energy func-
tional, such as the Hamiltonian or the free energy. The total energy of these equations is defined by

H(t) :=
∫ L

0

G(u, ux)dx. (1.6)

As is widely known, under certain boundary conditions, (1.3) has the dissipation property

dH

dt
≤ 0 (1.7)

and (1.5) has the conservation property

dH

dt
= 0. (1.8)

Furihata proposed a method to derive finite difference schemes for (1.3) and (1.5) that inherit these
properties after the discretizations, and his method has been extended to many other equations [5, 8,
10, 11].

Until recently the discrete variational method has been developed on uniform meshes only. However,
especially in multidimensional problems, the use of nonuniform meshes is of importance, since the re-
striction to uniform meshes forces the domains to be rectangles. Furthermore, even in one dimensional
cases, nonuniform meshes are often useful when solutions exhibit complicated behaviors locally.

In this paper, we extend the discrete variational method to logically rectangular meshes. Our extension
is based on the “mapping method,” where change of coordinates plays an important role. For this reason,
in the process of the extension we also show that it is retained after the change of coordinates that the
conservation/dissipation property is obtained from the variational structure of the original equation.

This paper is organized as follows.
In Section 2 we consider simple one dimensional cases to clarify the idea of the extension. As mentioned

above, we use the mapping method for the extension. Therefore, first in Section 2.1, we briefly review
the idea of the mapping method and derive the conservation/dissipation property from the variational
structure after the change of coordinates. In Section 2.2 we introduce a summation by parts formula on
one dimensional nonuniform grids, since it plays a very important role in the discrete variational method,
as is similar to that the integration by parts is of importance in the usual variational calculus. By using
that formula, we define the discrete variational derivatives in Section 2.3. The dissipative/conservative
schemes are defined in Section 2.4 and 2.5 respectively. In Section 3, as an example, we show a conser-
vative scheme for the KdV equation and a numerical example.

In Section 4 we extend the discrete variational method to multidimensional nonuniform meshes. Al-
though we consider two dimensional cases only for convenience of notation, the same procedure can be
applied to more than two dimensional cases. Since the integration by parts is replaced by the Gauss
theorem in multidimensional cases, we show the discrete analogue of the Gauss theorem and derive the
dissipative/conservative schemes by using that theorem. As an example, a dissipative scheme for the
Cahn–Hilliard equation is provided in Section 5, which is accompanied by a numerical example.

The discrete variational method has been extended to equations other than those of the form (1.3) or
(1.5), which include complex valued equations and nonlinear wave equations [5, 8, 10]. Our extension
is also applicable to such equations. As an example, in Section 6, an application to a class of one
dimensional complex valued equations is described.

2



2 Extension to One Dimensional Nonuniform Grids
In this section, we extend the discrete variational method to one dimensional nonuniform grids. We

consider two classes of equations that are shown below.
The first class is equations of the form (1.3). Equations in this class are dissipative in the following

sense.

Theorem 2.1 (e.g. [3]). Suppose that the boundary condition satisfies[
∂u

∂t

∂G

∂ux

]L

0

= 0. (2.1)

Suppose also that [(
∂p−1

∂xp−1

δG

δu

)(
∂2s−p

∂x2s−p

δG

δu

)]L

0

= 0, p = 1, . . . , s (2.2)

if s ≥ 1. Then solutions of (1.3) have the dissipation property:

dH

dt
≤ 0, H(t) =

∫ L

0

G(u, ux)dx.

The second class is equations of the form (1.5). Equations in this class are conservative.

Theorem 2.2 (e.g. [3]). Suppose that the boundary condition satisfies

[
∂u

∂t

∂G

∂ux

]L

0

= 0,

[(
∂s

∂xs

δG

δu

)2
]L

0

= 0.

Suppose also that [(
∂p−1

∂xp−1

δG

δu

)(
∂2s+1−p

∂x2s+1−p

δG

δu

)]L

0

= 0, p = 1, . . . , s (2.3)

if s ≥ 1. Then solutions of (1.5) have the conservation property:

dH

dt
= 0, H(t) =

∫ L

0

G(u, ux)dx = 0.

These theorems are proved by the following lemma:

Lemma 2.3 (e.g. [3]). Suppose that a solution of (1.3) or (1.5) satisfies the condition[
∂u

∂t

∂G

∂ux

]L

0

= 0.

Then

dH

dt
=

∫ L

0

∂u

∂t

δG

δu
dx. (2.4)

Proof of Theorem 2.1. From Lemma 2.3 it follows that

d
dt

∫ L

0

G(u, ux)dx =
∫ L

0

∂u

∂t

δG

δu
dx.
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Substituting the equation (1.3) into the right-hand side and repeating applications of the integration by
parts give

=
∫ L

0

(
(−1)s+1

(
∂

∂x

)2s
δG

δu

)
δG

δu
dx

=
∫ L

0

(
(−1)s+2

(
∂

∂x

)2s−1
δG

δu

)(
∂

∂x

δG

δu

)
dx + (−1)s+1

[((
∂

∂x

)2s−1
δG

δu

)
δG

δu

]x=L

0

...

= (−1)2s+1
∫ L

0

((
∂

∂x

)s
δG

δu

)2

dx

≤ 0.

Proof of Theorem 2.2. From Lemma 2.3 it follows that

d
dt

∫ L

0

G(u, ux)dx =
∫ L

0

∂u

∂t

δG

δu
dx.

Substituting of the equation (1.3) into the right-hand side and repeating applications of the integration
by parts give

=
∫ L

0

((
∂

∂x

)2s+1
δG

δu

)
δG

δu
dx

= −
∫ L

0

((
∂

∂x

)2s
δG

δu

) (
∂

∂x

δG

δu

)
dx +

[((
∂

∂x

)2s
δG

δu

)
δG

δu

]x=L

0

...

= (−1)s
∫ L

0

((
∂

∂x

)s+1
δG

δu

)((
∂

∂x

)s
δG

δu

)
dx

= (−1)s+1
∫ L

0

((
∂

∂x

)s
δG

δu

) ((
∂

∂x

)s+1
δG

δu

)
dx + (−1)s

[(
∂s

∂xs

δG

δu

)2
]L

0

= (−1)s+1
∫ L

0

((
∂

∂x

)s
δG

δu

) ((
∂

∂x

)s+1
δG

δu

)
dx.

It follows that

d
dt

∫ L

0

G(u, ux)dx = (−1)s
∫ L

0

((
∂

∂x

)s+1
δG

δu

) ((
∂

∂x

)s
δG

δu

)
dx

= (−1)s+1
∫ L

0

((
∂

∂x

)s
δG

δu

)((
∂

∂x

)s+1
δG

δu

)
dx = 0.

Lemma 2.3 is proved by a kind of calculus of variations. In fact, by the integration by parts, it is
shown that

d
dt

∫ L

0

G(u, ux)dx =
∫ L

0

(
∂u

∂t

∂G

∂u
+

∂ux

∂t

∂G

∂ux

)
dx
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=
∫ L

0

(
∂u

∂t

∂G

∂u
− ∂u

∂t

∂

∂x

∂G

∂ux

)
dx +

[
∂u

∂t

∂G

∂ux

]x=L

0

=
∫ L

0

∂u

∂t

δG

δu
dx.

In this sense, we call Lemma 2.3 “the variational structure” of equations of the form (1.3) or (1.5). By
discretizing this structure, the discrete variational method derives the schemes that preserve Theorem
2.1 or Theorem 2.2. It is notable that the proofs of Theorem 2.1 and 2.2 are based on the following three:

• the integration by parts,
• the variational structure, that is, the variational derivative that satisfies Lemma 2.3,
• the fact that the equations are written in the form (1.3) or (1.5).

The idea of the discrete variational method is to discretize these three. Indeed, in the discrete variational
method,

• the summation by parts is introduced,
• the variational structure is preserved, that is, the discrete variational derivative that satisfies a

discrete analogue of Lemma 2.3 is introduced,
• the schemes are defined by using the discrete variational derivative so that they have a similar

form to (1.3) or (1.5).

In the remainder of this section, we extend the discrete variational method to one dimensional nonuniform
grids, by showing that these three can be retained after the discretization even on such grids. Our idea is
use of the mapping method, in which the spatial coordinate is transformed to so-called “computational
space” that is a domain whose axis is the index of the grid. With this idea in mind,

• first, in Section 2.1, we show that the conservation/dissipation properties are obtained from the
variational structure even in the computational space,

and then,

• in Section 2.2, we give a summation by parts formula on nonuniform grids,
• in Section 2.3, we introduce the discrete variational derivative on nonuniform grids and provide

an analogue of Lemma 2.3,
• in Section 2.4 and 2.5 we derive dissipative/conservative finite difference schemes respectively, by

using the discrete variational derivative that is defined in 2.3.

2.1 The Mapping Method and the Dissipation/Conservation Properties in the Computational

Space

We set the N + 1 points 0 = x0 < x1 < x2 < · · · < xN = L on the target domain X = {x | x ∈ [0, L]}.
The approximated value of u(n∆t, xj) is denoted by U

(n)
j . Because we wish to use the mapping method,

first the target domain X = {x | x ∈ [0, L]} is mapped to the computational space Ξ = {ξ | ξ ∈ [0, N ]}.
We denote this map from Ξ to X by x(ξ) and assume that x(ξ) is a sufficiently smooth function that
satisfies

x(j) = xj , J =
dx

dξ
> 0,

where J is the Jacobian. In the mapping method, the differential operator ∂/∂x is discretized by
approximating the right-hand side of

∂

∂x
=

(
dx

dξ

)−1
∂

∂ξ

5



by some finite difference operators. For example, if we choose

dx

dξ
' xj+1 − xj ,

∂u

∂ξ
' U

(n)
j+1 − U

(n)
j ,

for the approximation of dx/dξ and ∂u/∂ξ, ∂u/∂x is discretized by

∂u

∂x
'

U
(n)
j+1 − U

(n)
j

xj+1 − xj
.

We are to apply this method to the discrete variational method; however, it is not obvious whether the
conservation/dissipation property stems from the variational structure after the change of coordinates.
So first we must confirm it.

The transformation of (1.3) to the computational space results in

∂u

∂t
= (−1)s+1

(
dξ

dx

d
dξ

)2s (
δG

δu

)
cs

, s = 0, 1, 2, 3, . . . ,

where
(

δG
δu

)
cs

is the transformed variational derivative(
δG

δu

)
cs

=
∂G

∂u
− J−1 ∂

∂ξ

(
J

dξ

dx

∂G

∂ux

)
.

This is a natural form as the variational derivative in the computational space, as is shown in Lemma
2.7 later. Since J = dx/dξ, we can write this equation as

∂u

∂t
= −

(
−J−1 d

dξ

)(
−dξ

dx

d
dξ

)s−1 (
dξ

dx
J

dξ

dx

d
dξ

)(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

,

s = 0, 1, 2, 3, . . . (2.5)

Similarly (1.5) is transformed to

∂u

∂t
=

(
dξ

dx

d
dξ

)2s+1 (
δG

δu

)
cs

, s = 0, 1, 2, 3, . . .

and this becomes

∂u

∂t
=

(
J−1 d

dξ

)(
dξ

dx

d
dξ

)2s (
δG

δu

)
cs

, s = 0, 1, 2, 3, . . . (2.6)

Remark 2.1. In the above, we denote dx/dξ in two ways, dx/dξ and J = dx/dξ. Although these are the
same operators of course, we distinguish these two because they are discretized in different manners in the
later sections. Indeed, dx/dξ is discretized to approximate dx/dξ in the transformed differential operator
d/dx = dξ/dx · d/dξ, and J is to approximate the Jacobian in the transformed integral

∫
· dx =

∫
· Jdξ.

Similarly, since J · dξ/dx = 1, it is verbose to write J · dξ/dx and other similar terms, but we do not
omit them for the same reason.

Theorem 2.1 and 2.2 in the computational space are as shown below.

Theorem 2.4 (Theorem 2.1 in the computational space). Suppose that the boundary condition satisfies[
∂u

∂t

∂G

∂ux

]ξ=N

ξ=0

= 0. (2.7)
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Suppose also that[((
dξ

dx

∂

∂ξ

)s−p dξ

dx
J

dξ

dx

∂

∂ξ

(
dξ

dx

∂

∂ξ

)s−1 (
δG

δu

)
cs

)((
dξ

dx

∂

∂ξ

)p−1 (
δG

δu

)
cs

)]ξ=N

ξ=0

= 0,

p = 1, . . . , s (2.8)

if s ≥ 1. Then the solutions of (2.5) have the dissipation property:

dHcs

dt
≤ 0, Hcs(t) =

∫ N

0

G(u, ux)Jdξ.

Theorem 2.5 (Thorem 2.2 in the computational space). Suppose that the boundary condition satisfies[
∂u

∂t

∂G

∂ux

]ξ=N

ξ=0

= 0,

[((
dξ

dx

∂

∂ξ

)s (
δG

δu

)
cs

)2
]ξ=N

ξ=0

= 0.

Suppose also that [((
dξ

dx

∂

∂ξ

)p−1 (
δG

δu

)
cs

)((
dξ

dx

∂

∂ξ

)2s+1−p (
δG

δu

)
cs

)]ξ=N

ξ=0

= 0,

p = 1, . . . , s (2.9)

if s ≥ 1. Then the solutions of (2.6) have the conservation property:

dHcs

dt
= 0, Hcs(t) =

∫ N

0

G(u, ux)Jdξ.

To prove these theorems, we use the integration by parts that is transformed to the computational
space.

Lemma 2.6 (The integration by parts in the computational space). Let u(ξ) and v(ξ) be functions on
[0, N ] that satisfy [

J
dξ

dx
uv

]ξ=N

ξ=0

= 0. (2.10)

Then ∫ N

0

Ju

(
dξ

dx

dv

dξ

)
dξ = −

∫ N

0

Jv

(
J−1 d

dξ

(
dξ

dx
Ju

))
dξ. (2.11)

Proof. Lemma 2.6 is immediately obtained, because this is just a transformed form of the integration
by parts. However, since we discretize this lemma by the mapping method later, we prove it by using
calculations on the computational space only.

By applying the integration by parts with respect to ξ, we have∫ N

0

Ju

(
dξ

dx

dv

dξ

)
dξ = −

∫ N

0

v
d
dξ

(
dξ

dx
Ju

)
dξ +

[
J

dξ

dx
uv

]ξ=N

ξ=0

= −
∫ N

0

v
d
dξ

(
dξ

dx
Ju

)
dξ

= −
∫ N

0

Jv

(
J−1 d

dξ

(
dξ

dx
Ju

))
dξ.
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Now we show Lemma 2.3, the variational structure, in the computational space:

Lemma 2.7. Suppose that a solution of (1.3) or (1.5) satisfies the condition[
∂u

∂t
J

dξ

dx

∂G

∂ux

]ξ=N

ξ=0

= 0. (2.12)

Then

dHcs

dt
=

∫ N

0

∂u

∂t

(
δG

δu

)
cs

Jdξ,

(
δG

δu

)
cs

:=
∂G

∂u
− J−1 ∂

∂ξ

(
J

dξ

dx

∂G

∂ux

)
, (2.13)

and
(

δG
δu

)
cs

satisfies (
δG

δu

)
cs

=
δG

δu
.

Proof. By the chain rule, we get

dHcs

dt
=

d
dt

∫ N

0

GJdξ

=
∫ N

0

(
∂G

∂u

∂u

∂t
+

∂G

∂ux

∂ux

∂t

)
Jdξ

=
∫ N

0

∂G

∂u

∂u

∂t
Jdξ +

∫ N

0

J

(
∂G

∂ux

dξ

dx

∂ut

∂ξ

)
dξ.

By applying the integration by parts of the form in Lemma 2.6, we have

=
∫ N

0

∂G

∂u

∂u

∂t
Jdξ −

∫ N

0

∂u

∂t

(
J−1 ∂

∂ξ

(
dξ

dx
J

∂G

∂ux

))
Jdξ =

∫ N

0

∂u

∂t

(
δG

δu

)
cs

Jdξ. (2.14)

For the latter part, we have(
δG

δu

)
cs

=
∂G

∂u
− J−1 ∂

∂ξ

(
J

dξ

dx

∂G

∂ux

)
=

∂G

∂u
− dξ

dx

∂

∂ξ

∂G

∂ux
=

∂G

∂u
− ∂

∂x

∂G

∂ux
=

δG

δu
,

since J = dx/dξ.

Thus we have confirmed that the variational structure is retained in the computational space, so now
we can proceed to prove Theorem 2.4 and 2.5.

Proof of Theorem 2.4. By Lemma 2.7, we have

dHcs

dt
=

∫ N

0

∂u

∂t

(
δG

δu

)
cs

Jdξ.

Substituting the equation (2.5) and an application of the integration by parts in Lemma 2.6 give

= −
∫ N

0

{(
−J−1 d

dξ

)(
−dξ

dx

d
dξ

)s−1 (
dξ

dx
J

dξ

dx

d
dξ

)(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

} (
δG

δu

)
cs

Jdξ

= −
∫ N

0

{(
−dξ

dx

d
dξ

)s−1 (
dξ

dx
J

dξ

dx

d
dξ

)(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

} {(
J−1 d

dξ

)(
δG

δu

)
cs

}
Jdξ

= −
∫ N

0

{(
−J−1 d

dξ

)(
−dξ

dx

d
dξ

)s−2 (
dξ

dx
J

dξ

dx

d
dξ

)(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

} {(
dξ

dx

d
dξ

)(
δG

δu

)
cs

}
Jdξ.
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We continue in this fashion to obtain

= −
∫ N

0

{(
−J−1 d

dξ

)(
−dξ

dx

d
dξ

)s−3 (
dξ

dx
J

dξ

dx

d
dξ

)(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

}{(
dξ

dx

d
dξ

)2 (
δG

δu

)
cs

}
Jdξ

...

= −
∫ N

0

{(
−J−1 d

dξ

)(
dξ

dx
J

dξ

dx

d
dξ

)(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

} {(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

}
Jdξ

= −
∫ N

0

{(
dξ

dx
J

dξ

dx

d
dξ

)(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

}{
J−1 d

dξ

(
dξ

dx

d
dξ

)s−1 (
δG

δu

)
cs

}
Jdξ

= −
∫ N

0

J

{(
dξ

dx

d
dξ

)s (
δG

δu

)
cs

}2

≤ 0.

Proof of Theorem 2.5. By Lemma 2.7, we have

d
dt

∫ N

0

G(u, ux)Jdξ =
∫ N

0

∂u

∂t

(
δG

δu

)
cs

Jdξ.

Substituting the equation (2.5) and an application of the integration by parts in Lemma 2.6 give

=
∫ N

0

{(
J−1 d

dξ

) (
dξ

dx

d
dξ

)2s (
δG

δu

)
cs

} (
δG

δu

)
cs

Jdξ

= −
∫ N

0

{(
dξ

dx

d
dξ

)2s (
δG

δu

)
cs

} {(
J−1 d

dξ

) (
δG

δu

)
cs

}
Jdξ

= −
∫ N

0

{(
J−1 d

dξ

) (
dξ

dx

d
dξ

)2s−1 (
δG

δu

)
cs

}{(
dξ

dx

d
dξ

)(
δG

δu

)
cs

}
Jdξ.

We continue in this fashion to obtain

= (−1)2
∫ N

0

{(
J−1 d

dξ

)(
dξ

dx

d
dξ

)2s−2 (
δG

δu

)
cs

} {(
dξ

dx

d
dξ

)2 (
δG

δu

)
cs

}
Jdξ

...

= (−1)s

∫ N

0

{(
J−1 d

dξ

) (
dξ

dx

d
dξ

)s (
δG

δu

)
cs

}{(
dξ

dx

d
dξ

)s (
δG

δu

)
cs

}
Jdξ

= (−1)s+1

∫ N

0

{(
dξ

dx

d
dξ

)s (
δG

δu

)
cs

}{(
J−1 d

dξ

)(
dξ

dx

d
dξ

)s (
δG

δu

)
cs

}
Jdξ.

The last equality shows that this value equals 0.

2.2 Discrete Symbols and a Summation by Parts Formula on Nonuniform Grids

In this section we introduce symbols which are useful for notation and show a summation by parts
formula on nonuniform grids. As in the previous section, we divide the interval [0, L] into nonuniform
meshes with grids 0 = x0 < x1 < x2 < · · · < xN = L. The approximated value of u(n∆t, xj) is denoted
by U

(n)
j . In what follows, δ’s with suffixes denote difference operators in the computational space, that

9



is, approximations of ∂/∂ξ. For example, we write the forward difference operator in the computational
space as δ+U

(n)
j = U

(n)
j+1 − U

(n)
j , the backward difference operator as δ−U

(n)
j = U

(n)
j − U

(n)
j−1 and the

central difference operator as δcU
(n)
j = (U (n)

j+1 − U
(n)
j−1)/2. We denote by (xξ)j or similar notations the

approximated value of dx/dξ, which may be set, for example, to (xξ)j = xj+1 − xj . (xξ)j ’s are used
to approximate the values that are denoted by dx/dξ in the previous section. We also denote by wj ’s
the positive weights that are defined so that

∑N
j=0 wj approximates the integral operator. wj ’s are used

to approximate the values that are denoted by J in the previous section. δ, (xξ)j and wj are chosen
arbitrarily, unless specified otherwise.

To discretize Lemma 2.6, we introduce useful notations:

Definition 2.1. For a finite difference operator δ with the α-point stencil

δUj =
α∑

k=−α

akUj+k,

we define δ∗ by

δ∗Uj = −
α∑

k=−α

a−kUj+k.

Definition 2.2. Let δ be a finite difference operator with the α-point stencil that are represented as

δUj =
α∑

k=−α

akUj+k.

Let (xξ)j be an arbitrarily chosen approximation of dx/dξ. For any sequences Uj and Vj, we define
averaging operator µ(±,δ,(xξ)j) ({Uj} , {Vj}) by

µ(+,δ,(xξ)j) ({Uj} , {Vj}) :=
N∑

j=N−α+1

N+α∑
k=N+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

N∑
j=N−α+1

N+α∑
k=N+1

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
,

µ(−,δ,(xξ)j) ({Uj} , {Vj}) :=
α−1∑
j=0

−1∑
k=−α

ãj,k

(
wj(xξ)−1

j UjVk

)
+

α−1∑
j=0

−1∑
k=−α

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
,

where ãj,k is defined by

ãj,k =

{
a−j+k (k = j − α, j − α + 1, . . . , j + α − 1, j + α),
0 (otherwise)

and ã∗
j,k is defined corresponding to δ∗ in a similar way:

ã∗
j,k =

{
a∗
−j+k (k = j − α, j − α + 1, . . . , j + α − 1, j + α),

0 (otherwise),

a∗
k = −a−k.

µ(+,δ,(xξ)j) ({Uj} , {Vj}) and µ(−,δ,(xξ)j) ({Uj} , {Vj}) approximate UNVN and −U0V0 respectively. An
example is provided in Remark 2.2 below. We now give the summation by parts formula:

Lemma 2.8. Let δ be a finite difference operator that is represented as

δUj =
α∑

k=−α

akUj+k

10



and (xξ)j’s be approximated values of dx/dξ. For any sequences Uj and Vj that satisfy

µ(+,δ,(xξ)j) ({Uj} , {Vj}) + µ(−,δ,(xξ)j) ({Uj} , {Vj}) = 0, (2.15)

a summation by parts formula

N∑
j=0

wjUj((xξ)−1
j δVj) = −

N∑
j=0

wjVjw
−1
j δ∗

(
(xξ)−1

j wjUj

)
(2.16)

holds.

Remark 2.2. The condition (2.15) corresponds to the condition (2.10) in Lemma 2.6. To clarify this,
let us consider the simplest case, where uniform grids

(xξ)j = wj = ∆x

and the central difference operator δ = δc are employed. In this case,

δUj =
1
2

(Uj+1 − Uj−1) =
α∑

k=−α

akUj+k, α = 1, ak =


−1/2 (k = −1)
0 (k = 0)
1/2 (k = 1)

and hence ãj,k is

ãj,k = ( · · · 0, −1/2, 0, 1/2, 0, · · · )
· · · k=j−2 k=j−1 k=j k=j+1 k=j+2 · · · .

The central difference operator is self-adjoint in the sense that δ∗ = δ and ã∗
j,k = ãj,k. The averaging

operators become

µ(+,δ,(xξ)j) ({Uj} , {Vj}) =
N∑

j=N

N+1∑
k=N+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

N∑
j=N

N+1∑
k=N+1

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
= ãN,N+1wN (xξ)−1

N UNVN+1 + ã∗
N,N+1wN+1(xξ)−1

N+1UN+1VN

=
1
2

(UNVN+1 + UN+1VN )

and

µ(−,δ,(xξ)j) ({Uj} , {Vj}) =
0∑

j=0

−1∑
k=−1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

0∑
j=0

−1∑
k=−1

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
= ã0,−1w0(xξ)−1

0 U0V−1 + ã∗
0,−1w−1(xξ)−1

−1U−1V0

= −1
2

(U0V−1 + U−1V0) .

Thus the left-hand side of (2.15) is

1
2

(UNVN+1 + UN+1VN ) − 1
2

(U0V−1 + U−1V0) ,

which is an approximation of (2.10).

Remark 2.3. Examples for the boundary conditions that enjoy the condition (2.15) includes the Dirichlet
boundary condition

Uj = Vj = 0 for all j such that j > N or j < 0, (2.17)
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and the periodic boundary condition

Uj+N+1 = Uj , Vj+N+1 = Vj , (xξ)−1
j+N+1 = (xξ)−1

j , wj+N+1 = wj for all j. (2.18)

These are confirmed in the following way. Under the Dirichlet boundary condition we have

µ(+,δ,(xξ)j) ({Uj} , {Vj}) =
N∑

j=N−α+1

N+α∑
k=N+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

N∑
j=N−α+1

N+α∑
k=N+1

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
=

N∑
j=N−α+1

N+α∑
k=N+1

ãj,k

(
wj(xξ)−1

j Uj · 0
)

+
N∑

j=N−α+1

N+α∑
k=N+1

ã∗
j,k

(
wk(xξ)−1

k · 0 · Vj

)
= 0.

A similar calculation yields µ(−,δ,(xξ)j) ({Uj} , {Vj}) = 0 and combining these gives (2.15). In the case of
the periodic boundary condition we have

µ(+,δ,(xξ)j) ({Uj} , {Vj}) + µ(−,δ,(xξ)j) ({Uj} , {Vj})

=
N∑

j=N−α+1

N+α∑
k=N+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

N∑
j=N−α+1

N+α∑
k=N+1

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
+

α−1∑
j=0

−1∑
k=−α

ãj,k

(
wj(xξ)−1

j UjVk

)
+

α−1∑
j=0

−1∑
k=−α

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
=

N∑
j=N−α+1

α−1∑
k=0

ãj,k

(
wj(xξ)−1

j UjVk

)
+

N∑
j=N−α+1

α−1∑
k=0

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
+

α−1∑
j=0

N∑
k=N−α+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

α−1∑
j=0

N∑
k=N−α+1

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
=

N∑
j=N−α+1

α−1∑
k=0

ãj,k

(
wj(xξ)−1

j UjVk

)
−

N∑
j=N−α+1

α−1∑
k=0

ãk,j

(
wk(xξ)−1

k UkVj

)
+

α−1∑
j=0

N∑
k=N−α+1

ãj,k

(
wj(xξ)−1

j UjVk

)
−

α−1∑
j=0

N∑
k=N−α+1

ãk,j

(
wk(xξ)−1

k UkVj

)
= 0.

Remark 2.4. It is common to use the inner product in order to derive summation-by-parts-type formulas
[1, 6, 7, 12]. The summation by parts formula (2.16) in Lemma 2.8 is comprehensible, if it is represented
by using the inner product as well. We see it by an example where the difference operator δ is the forward
difference operator δ = δ+ and the boundary condition is given by the Dirichlet condition (2.17) or the
periodic boundary condition (2.18).

First we compute the difference matrix D that represents δ. When the Dirichlet condition is imposed,
we have for j 6= N

δUj = Uj+1 − Uj

and for j = N

δUN = UN+1 − UN = −UN .
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Therefore 

δU0

δU1

δU2

...
δUN−2

δUN−1

δUN


=



−1 1 0 0 0 · · · 0
0 −1 1 0 0 · · · 0
0 0 −1 1 0 · · · 0
...

. . . . . . . . . . . . . . .
...

0 · · · 0 0 −1 1 0
0 · · · · · · 0 0 −1 1
0 · · · · · · · · · 0 0 −1





U0

U1

U2

...
UN−2

UN−1

UN


,

and hence

D =



−1 1 0 0 0 · · · 0
0 −1 1 0 0 · · · 0
0 0 −1 1 0 · · · 0
...

. . . . . . . . . . . . . . .
...

0 · · · 0 0 −1 1 0
0 · · · · · · 0 0 −1 1
0 · · · · · · · · · 0 0 −1


.

Similarly we have for j 6= 0

δ∗Uj = Uj − Uj−1

and for j = 0

δ∗U0 = U0 − U−1 = U0,

and hence the difference matrix for δ∗, which is denoted as D∗, is

D∗ =



1 0 0 0 0 · · · 0
−1 1 0 0 0 · · · 0
0 −1 1 0 0 · · · 0
...

. . . . . . . . . . . . . . .
...

0 · · · 0 −1 1 0 0
0 · · · · · · 0 −1 1 0
0 · · · · · · · · · 0 −1 1


.

In a similar way, when the periodic boundary condition is imposed, the difference matrices become

D =



−1 1 0 0 0 · · · 0
0 −1 1 0 0 · · · 0
0 0 −1 1 0 · · · 0
...

. . . . . . . . . . . . . . .
...

0 · · · 0 0 −1 1 0
0 · · · · · · 0 0 −1 1
1 · · · · · · · · · 0 0 −1


, D∗ =



1 0 0 0 0 · · · −1
−1 1 0 0 0 · · · 0
0 −1 1 0 0 · · · 0
...

. . . . . . . . . . . . . . .
...

0 · · · 0 −1 1 0 0
0 · · · · · · 0 −1 1 0
0 · · · · · · · · · 0 −1 1


.

Note that these matrices satisfy D∗ = −D>.
Let matrices W and X be W = diag(wj) and X = diag((xξ)j). Let vectors ~U and ~V be ~U =

(U0, . . . , UN ) and ~V = (V0, . . . , VN ). By using these notations we can rewrite

N∑
j=0

wjUj((xξ)−1
j δVj) = 〈~U,X−1D~V 〉W ,
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where 〈~U, ~V 〉W := ~U>W ~V is the inner product with the wight W . Since the adjoint operator of X−1D
with respect to this inner product is W−1D>X−1W , we have

〈~U,X−1D~V 〉W = 〈W−1D>X−1W ~U, ~V 〉W

and

= −〈W−1(−D)>X−1W ~U, ~V 〉W .

Rewriting this to the form with operators, we have

= −
N∑

j=0

wjVjw
−1
j δ∗

(
(xξ)−1

j wjUj

)
,

because −D> corresponds to δ∗. This coincides with the summation by parts (2.16).
Furthermore the above argument is a discrete counterpart of the fact that the transformed integration

by parts (2.11) is written as

〈u,
dξ

dx

∂v

∂ξ
〉J = −〈J−1 ∂

∂ξ

(
dξ

dx
Ju

)
, v〉J

by using the adjoint operator of the differential operator dξ/dx · ∂/∂ξ with respect to the inner product
〈·, ·〉J whose weight is the Jacobian.

Proof of Lemma 2.8. In a straightforward way we obtain

N∑
j=0

wjUj

(
(xξ)−1

j δVj

)
=

N∑
j=0

α∑
k=−α

wjUj(xξ)−1
j akVj+k

=
N∑

j=0

N∑
k=0

wjUj(xξ)−1
j ãj,kVk

+
N∑

j=N−α+1

N+α∑
k=N+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

α−1∑
j=0

−1∑
k=−α

ãj,k

(
wj(xξ)−1

j UjVk

)
=

N∑
j=0

N∑
k=0

wkUk(xξ)−1
k ãk,jVj

+
N∑

j=N−α+1

N+α∑
k=N+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

α−1∑
j=0

−1∑
k=−α

ãj,k

(
wj(xξ)−1

j UjVk

)
.

Using ãj,k = −ã∗
k,j , we get

= −
N∑

j=0

N∑
k=0

wkUk(xξ)−1
k ã∗

j,kVj

+
N∑

j=N−α+1

N+α∑
k=N+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

α−1∑
j=0

−1∑
k=−α

ãj,k

(
wj(xξ)−1

j UjVk

)
= −

N∑
j=0

α∑
k=−α

wkUk(xξ)−1
k a∗

kVj

+
N∑

j=N−α+1

N+α∑
k=N+1

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
+

α−1∑
j=0

−1∑
k=−α

ã∗
j,k

(
wk(xξ)−1

k UkVj

)
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+
N∑

j=N−α+1

N+α∑
k=N+1

ãj,k

(
wj(xξ)−1

j UjVk

)
+

α−1∑
j=0

−1∑
k=−α

ãj,k

(
wj(xξ)−1

j UjVk

)
= −

N∑
j=0

α∑
k=−α

wkUk(xξ)−1
k a∗

kVj + µ(+,δ,(xξ)j) ({Uj} , {Vj}) + µ(−,δ,(xξ)j) ({Uj} , {Vj})

= −
N∑

j=0

α∑
k=−α

wkUk(xξ)−1
k a∗

kVj .

The last equality is due to (2.15). Rewriting this to the form with difference operators, we obtain

= −
N∑

j=0

wjVjw
−1
j δ∗

(
(xξ)−1

j wjUj

)
.

2.3 Definition of the Discrete Variational Derivative

In this section, we introduce the discrete variational derivative on one dimensional nonuniform grids.
The discrete variational derivative will be defined by an approximation of the variational derivative in
the computational space (

δG

δu

)
cs

=
∂G

∂u
− J−1 ∂

∂ξ

(
J

dξ

dx

∂G

∂ux

)
.

Suppose that the energy functional G is given in the next form:

G(u, ux) =
K∑

l=1

fl(u)gl(ux). (2.19)

We define the discrete energy functional by

Gd(~U (n))j :=
K∑

l=1

fl(U
(n)
j )

(
1

Ml

Ml∑
m=1

gl((xξ)−1
l,m,jδl,mU

(n)
j )

)
, (2.20)

where each (xξ)−1
l,m,j is an approximation of (xξ)−1 and δl,m is a difference operator. They can be chosen

arbitrarily. The summation with respect to m is introduced in consideration of the situation where each
gl is approximated by using more than one difference operators. An example for the KdV equation that
is shown in Section 3 helps understanding of the meaning of this summation. We define the discrete
total energy H(n) by

H(n) :=
N∑

j=0

wjGd(~U (n))j '
∫ L

0

G(u, ux)dx, (2.21)

where wj ’s are the weights that are defined so that
∑N

j=0 wj becomes an approximation of the integral.

Definition 2.3. We define the discrete variational derivative of Gd(~U (n))j by(
δGd

δ(~U (n+1), ~U (n))

)
j

:=
K∑

l=1

1
Ml

Ml∑
m=1

(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,j
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−w−1
j δ∗l,m

(xξ)−1
l,m,jwj

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j

 , (2.22)

where(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,j

:=

(
fl(U

(n+1)
j ) − fl(U

(n)
j )

U
(n+1)
j − U

(n)
j

)(
gl((xξ)−1

l,m,jδl,mU
(n+1)
j ) + gl((xξ)−1

l,m,jδl,mU
(n)
j )

2

)
,

(2.23)(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j

:=

(
fl(U

(n+1)
j ) + fl(U

(n)
j )

2

)(
gl((xξ)−1

l,m,jδl,mU
(n+1)
j ) − gl((xξ)−1

l,m,jδl,mU
(n)
j )

(xξ)−1
l,m,jδl,mU

(n+1)
j − (xξ)−1

l,m,jδl,mU
(n)
j

)
.

(2.24)

The definition is chosen carefully so that the variational structure is retained after the discretization
in the sense that a discrete counterpart of Lemma 2.7 holds.

Lemma 2.9. Suppose the condition

K∑
l=1

1
Ml

Ml∑
m=1

µ(+,δl,m,(xξ)−1
l,m,j)

{
U

(n+1)
j − U

(n)
j

∆t

}
,


(

∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j




+µ(−,δl,m,(xξ)−1
l,m,j)

{
U

(n+1)
j − U

(n)
j

∆t

}
,


(

∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j


 = 0

is satisfied. Then

1
∆t

(
H(n+1) − H(n)

)
=

N∑
j=0

wj

(
U

(n+1)
j − U

(n)
j

∆t

)(
δGd

δ(~U (n+1), ~U (n))

)
j

. (2.25)

Proof. By (2.23) and (2.24) we get

1
∆t

(
H(n+1) − H(n)

)
=

1
∆t

N∑
j=0

K∑
l=1

wj

(
fl(U

(n+1)
j )

(
1

Ml

Ml∑
m=1

gl((xξ)−1
l,m,jδl,mU

(n+1)
j )

)

−fl(U
(n)
j )

(
1

Ml

Ml∑
m=1

gl((xξ)−1
l,m,jδl,mU

(n)
j )

))

=
N∑

j=0

K∑
l=1

wj

Ml

Ml∑
m=1

(
U

(n+1)
j − U

(n)
j

∆t

)(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,j

+

(
(xξ)−1

l,m,jδl,m

(
U

(n+1)
j − U

(n)
j

∆t

))(
∂Gd

∂(~U (n+1)
x , ~U (n))x

)
l,m,j

 .

Applying Lemma 2.8, we obtain

=
N∑

j=0

K∑
l=1

wj

Ml

Ml∑
m=1

(
U

(n+1)
j − U

(n)
j

∆t

)(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,j

−w−1
j δ∗l,m

(xξ)−1
l,m,jwj

(
∂Gd

∂(~U (n+1)
x , ~U (n))x

)
l,m,j
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=
N∑

j=0

wj

(
U

(n+1)
j − U

(n)
j

∆t

) (
δGd

δ(~U (n+1), ~U (n))

)
j

.

2.4 Design of Schemes for the Dissipative Equations

As is usual in the discrete variational method, we design schemes so that they corresponds to (2.5) for
the dissipative equations and to (2.6) for the conservative equations. Defining the schemes in this way
allows us to obtain the dissipative/conservative property in almost the same way as Section 2.1.

We define the scheme for the dissipative equation (2.5) by

U
(n+1)
j − U

(n)
j

∆t
= −

(
−w−1

j δ∗s
) (

−(xξ)−1
s,jδ

∗
s−1

)
· · ·

(
−(xξ)−1

2,jδ
∗
1

)
(
(xξ)−1

1,jwj(xξ)−1
1,jδ1

) (
(xξ)−1

2,jδ2

)
· · ·

(
(xξ)−1

s−1,jδs−1

) (
(xξ)−1

s,jδs

)(
δGd

δ(~U (n+1), ~U (n))

)
j

. (2.26)

(xξ)m,j and δm (m = 1, . . . , s) are arbitrarily chosen dependently on, for example, the accuracy of the
scheme. For this scheme, we claim a discrete counterpart of Theorem 2.4.

Theorem 2.10. Let wj’s be positive. Let U
(n)
j be a numerical solution of the scheme (2.26) under the

boundary condition that satisfies the assumption of Lemma 2.9, and

µ(+,δs−p+1,wj)

((
(xξ)−1

s−p+1,jδ
∗
s−p

)
· · ·

(
(xξ)−1

2,jδ
∗
1

)
(
(xξ)−1

1,jwj(xξ)−1
1,jδ1

) (
(xξ)−1

2,jδ2

)
· · ·

(
(xξ)−1

s−1,jδs−1

) (
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

,

(xξ)−1
s−p+2,jδs−p+2 · · · (xξ)−1

s,jδs

(
δGd

δ(~U (n+1), ~U (n))

)
j


+ µ(−,δs−p+1,wj)

((
(xξ)−1

s−p+1,jδ
∗
s−p

)
· · ·

(
(xξ)−1

2,jδ
∗
1

)
(
(xξ)−1

1,jwj(xξ)−1
1,jδ1

) (
(xξ)−1

2,jδ2

)
· · ·

(
(xξ)−1

s−1,jδs−1

) (
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

,

(xξ)−1
s−p+2,jδs−p+2 · · · (xξ)−1

s,jδs

(
δGd

δ(~U (n+1), ~U (n))

)
j

 = 0 (p = 1, . . . , s),

if s ≥ 1. Then

1
∆t

(
H(n+1) − H(n)

)
≤ 0. (2.27)

Proof. This theorem is proved in almost the same way as Theorem 2.4. By Lemma 2.9, we have

1
∆t

(
H(n+1) − H(n)

)
=

N∑
j=0

wj

(
U

(n+1)
j − U

(n)
j

∆t

)(
δGd

δ(~U (n+1), ~U (n))

)
j

.

Substituting the scheme (2.26) and an application of the summation by parts in Lemma 2.8 give

= −
N∑

j=0

wj

{(
−w−1

j δ∗s
) (

−(xξ)−1
s,jδ

∗
s−1

)
· · ·

(
−(xξ)−1

2,jδ
∗
1

)
17



(
(xξ)−1

1,jwj(xξ)−1
1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

}(
δGd

δ(~U (n+1), ~U (n))

)
j

= −
N∑

j=0

wj

(
−(xξ)−1

s,jδ
∗
s−1

)
· · ·

(
−(xξ)−1

2,jδ
∗
1

) (
(xξ)−1

1,jwj(xξ)−1
1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

w−1
j δs

(
δGd

δ(~U (n+1), ~U (n))

)
j


= −

N∑
j=0

wj

(
−w−1

j δ∗s−1

)
· · ·

(
−(xξ)−1

2,jδ
∗
1

) (
(xξ)−1

1,jwj(xξ)−1
1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

(xξ)−1
s,jδs

(
δGd

δ(~U (n+1), ~U (n))

)
j

 .

We continue in this fashion to obtain

= −
N∑

j=0

wj

(
−w−1

j δ∗s−2

)
· · ·

(
−(xξ)−1

2,jδ
∗
1

) (
(xξ)−1

1,jwj(xξ)−1
1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

(
(xξ)−1

s−1,jδs−1

) (
(xξ)−1

s,jδs

)(
δGd

δ(~U (n+1), ~U (n))

)
j


...

= −
N∑

j=0

wj

(
−w−1

j δ∗1
) (

(xξ)−1
1,jwj(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

(
(xξ)−1

2,jδ2

)
· · ·

(
(xξ)−1

s,jδs

)(
δGd

δ(~U (n+1), ~U (n))

)
j


= −

N∑
j=0

wj

(
(xξ)−1

1,jwj(xξ)−1
1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

(
w−1

j δ∗1
) (

(xξ)−1
2,jδ2

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j


= −

N∑
j=0

wj

(
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j


2

≤ 0.

2.5 Design of Schemes for the Conservative Equations

We define the scheme for the conservative equation (2.6) by

U
(n+1)
j − U

(n)
j

∆t
=

(
w−1

j δ∗s
) (

(xξ)−1
s,jδ

∗
s−1

)
· · ·

(
(xξ)−1

2,jδ
∗
1

)
18



(
(xξ)−1

1,jδc

) (
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s−1,jδs−1

) (
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

. (2.28)

δc is the central difference operator. (xξ)m,j and δm (m = 1, . . . , s) can be chosen arbitrarily. We claim
a discrete counterpart of Theorem 2.5 for this scheme.

Theorem 2.11. Let U
(n)
j be a numerical solution of the scheme (2.28) under the boundary condition

that satisfies the assumption of Lemma 2.9 and

µ(+,δc,wj)

(
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

 ,

(
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j




+ µ(−,δc,wj)

(
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

 ,

(
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j


 = 0. (2.29)

We assume also that

µ(+,δs−p+1,wj)

({(
(xξ)−1

s−p+1,kδ∗s−p

)(
(xξ)−1

s−p,kδ∗s−p−1

)
· · ·

(
(xξ)−1

2,kδ∗1

)
(
(xξ)−1

1,kδc

)(
(xξ)−1

1,kδ1

)
· · ·

(
(xξ)−1

s,kδs

) (
δGd

δ(~U (n+1), ~U (n))

)
k

}
,{(

(xξ)−1
s−p+2,jδs−p+2

)
· · ·

(
(xξ)−1

s,jδs

)(
δGd

δ(~U (n+1), ~U (n))

)
j

})

+ µ(−,δs−p+1,wj)

({(
(xξ)−1

s−p+1,kδ∗s−p

) (
(xξ)−1

s−p,kδ∗s−p−1

)
· · ·

(
(xξ)−1

2,kδ∗1

)
(
(xξ)−1

1,kδc

)(
(xξ)−1

1,kδ1

)
· · ·

(
(xξ)−1

s,kδs

) (
δGd

δ(~U (n+1), ~U (n))

)
k

}
,{

(xξ)−1
s−p+2,jδs−p+2 · · · (xξ)−1

s,jδs

(
δGd

δ(~U (n+1), ~U (n))

)
j

})
= 0 (p = 1, . . . , s),

if s ≥ 1. Then

1
∆t

(
H(n+1) − H(n)

)
= 0. (2.30)

Proof. This theorem is proved in almost the same way as Theorem 2.5. By Lemma 2.9, we have

1
∆t

(
H(n+1) − H(n)

)
=

N∑
j=0

wj

(
U

(n+1)
j − U

(n)
j

∆t

)(
δGd

δ(~U (n+1), ~U (n))

)
j

Substituting the scheme (2.28) and an application of the summation by parts in Lemma 2.8 give

=
N∑

j=0

wj

{(
w−1

j δ∗s
) (

(xξ)−1
s,jδ

∗
s−1

)
· · ·

(
(xξ)−1

2,jδ
∗
1

)
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(
(xξ)−1

1,jδc

) (
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

} (
δGd

δ(~U (n+1), ~U (n))

)
j

= −
N∑

j=0

wj

{(
(xξ)−1

s,jδ
∗
s−1

)
· · ·

(
(xξ)−1

2,jδ
∗
1

)
(
(xξ)−1

1,jδc

) (
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

}{(
w−1

j δs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

}

= −
N∑

j=0

wj

{(
w−1

j δ∗s−1

)
· · ·

(
(xξ)−1

2,jδ
∗
1

)
(
(xξ)−1

1,jδc

) (
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

}{(
(xξ)−1

s,jδs

)(
δGd

δ(~U (n+1), ~U (n))

)
j

}
.

We continue in this fashion to obtain

= (−1)2
N∑

j=0

wj

(
w−1

j δ∗s−2

)
· · ·

(
(xξ)−1

2,jδ
∗
1

) (
(xξ)−1

1,jδc

) (
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

)(
δGd

δ(~U (n+1), ~U (n))

)
j

(
(xξ)−1

s−1,jδs−1

) (
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j


...

= (−1)s
N∑

j=0

wj

(
w−1

j δc

) (
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

(
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j


= (−1)s+1

N∑
j=0

wj

(
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j

(
w−1

j δ∗c
) (

(xξ)−1
1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

)(
δGd

δ(~U (n+1), ~U (n))

)
j

 .

Since δ∗c = δc, we have

= (−1)s+1
N∑

j=0

wj

(
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

)(
δGd

δ(~U (n+1), ~U (n))

)
j

(
w−1

j δc

) (
(xξ)−1

1,jδ1

)
· · ·

(
(xξ)−1

s,jδs

) (
δGd

δ(~U (n+1), ~U (n))

)
j


= 0.
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3 An Example in the One Dimensional Case
In this section, we show an example for the KdV equation

ut + uux + γ2uxxx = 0. (3.1)

Famously this equation can be written in the following form

ut =
∂

∂x

δG

δu
, G(u, ux) = −1

6
u3 − γ2

2
u2

x. (3.2)

3.1 An Energy Conservative Scheme for the KdV Equation

The energy functional G(u, ux) is written in the form of (2.19) with K = 2 and

f1(u) = −1
6
u3, f2(u) = 1, g1(ux) = 1, g2(ux) = −γ2

2
u2

x.

The discrete energy functional is introduced so that it corresponds to these. First, on the given nonuni-
form mesh, we introduce

(xξ,+)j := x(j + 1) − x(j), (xξ,−)j := x(j) − x(j − 1), wj :=
x(j + 1) − x(j − 1)

2
.

For l = 1 we set M1 = 1 and approximate the term f1(u)g1(ux) by

f1(u)g1(ux) = −1
6
u3 ' −1

6
1

M1

(
U

(n)
j

)3

.

With g1(ux) = 1, the differential operator is not included in this term. Therefore the definitions of
(xξ)1,1,j and δ1,1 do not affect the definition of the scheme, and so we formally define them by (xξ)1,1,j =
(xξ,+)j , δ1,1 = δ+.

The term that corresponds to l = 2 includes the differential operator. We approximate it by the
average of the value by the forward difference δ+ and that by the backward difference δ−. For this
reason, we set M2 = 2 and

f2(u)g2(ux) = −γ2

2
u2

x ' −γ2

2
1

M2

((
1

(xξ,+)j
δ+U

(n)
j

)2

+
(

1
(xξ,−)j

δ−U
(n)
j

)2
)

,

which gives

(xξ)2,1,j = (xξ,+)j , δ2,1 = δ+, (xξ)2,2,j = (xξ,−)j , δ2,2 = δ−.

The discrete variational derivative is defined by (2.22)–(2.24):(
δGd

δ(~U (n+1), ~U (n))

)
j

=
2∑

l=1

1
Ml

Ml∑
m=1

(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,j

−w−1
j δ∗l,m

(xξ)−1
l,m,jwj

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j

 ,

(
∂Gd

∂(~U (n+1), ~U (n))

)
1,1,j

= −1
6

(U (n+1)
j )3 − (U (n)

j )3

U
(n+1)
j − U

(n)
j

= −
(U (n+1)

j )2 + U
(n+1)
j U

(n)
j + (U (n)

j )2

6
,
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(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
1,1,j

= −1
6

(
(U (n+1)

j )3 + (U (n)
j )3

2

) (
1 − 1

(xξ)−1
1,1,jδ1,1U

(n+1)
j − (xξ)−1

1,1,jδ1,1U
(n)
j

)
= 0,

(
∂Gd

∂(~U (n+1), ~U (n))

)
2,1,j

= −γ2

2

(
1 − 1

U
(n+1)
j − U

(n)
j

)(
((xξ)−1

2,1,jδ2,1U
(n+1)
j )2 + ((xξ)−1

2,1,jδ2,1U
(n)
j )2

2

)
= 0,

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
2,1,j

= −γ2

2

(
1 + 1

2

) (
((xξ)−1

2,1,jδ2,1U
(n+1)
j )2 − ((xξ)−1

2,1,jδ2,1U
(n)
j )2

(xξ)−1
2,1,jδ2,1U

(n+1)
j − (xξ)−1

2,1,jδ2,1U
(n)
j

)

= −γ2

2
(xξ,+)−1

j δ+

(
U

(n+1)
j + U

(n)
j

)
,(

∂Gd

∂(~U (n+1), ~U (n))

)
2,2,j

= −γ2

2

(
1 − 1

U
(n+1)
j − U

(n)
j

)(
((xξ)−1

2,2,jδ2,2U
(n+1)
j )2 + ((xξ)−1

2,2,jδ2,2U
(n)
j )2

2

)
= 0,

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
2,2,j

= −γ2

2

(
1 + 1

2

) (
((xξ)−1

2,2,jδ2,2U
(n+1)
j )2 − ((xξ)−1

2,2,jδ2,2U
(n)
j )2

(xξ)−1
2,2,jδ2,2U

(n+1)
j − (xξ)−1

2,2,jδ2,2U
(n)
j

)

= −γ2

2
(xξ,−)−1

j δ−

(
U

(n+1)
j + U

(n)
j

)
.

The scheme is defined (2.28) with s = 0

U
(n+1)
j − U

(n)
j

∆t
= w−1

j δc

(
δGd

δ(~U (n+1), ~U (n))

)
j

.

By substituting the discrete variational derivative, we get the scheme

U
(n+1)
j − U

(n)
j

∆t
= w−1

j δc

{
(U (n+1)

j )2 + U
(n+1)
j U

(n)
j + (U (n)

j )2

6

+
γ2

4

((
w−1

j δ−
) (

(xξ,+)−1
j wj(xξ,+)−1

j δ+

) (
U

(n+1)
j + U

(n)
j

)
+

(
w−1

j δ+

) (
(xξ,−)−1

j wj(xξ,−)−1
j δ−

) (
U

(n+1)
j + U

(n)
j

))}
. (3.3)

This scheme is the same as that by Furihata [3] if the grids are placed uniformly.

3.2 Numerical Example

We solved the KdV equation numerically by the scheme (3.3). The problem is set in the same way
as the famous experiment by Zabusky and Kruskal [13], where the domain is set to [0, 2] and the initial
condition is given by

u(0, x) = cos(πx).

The boundary condition is periodic. We set γ = 0.022. Zabusky and Kruskal reported that the solution
exhibits a sharp slope near x = 0.5 at t = 1/π. We compare the numerical solutions that are obtained by
using a usual uniform mesh and a nonuniform mesh as shown in Fig. 1 in which the grids are concentrated
near x = 0.5. Both meshes consist of 55 grids. The spatial interval of the nonuniform mesh is about
0.005 at the finest area and about 0.06 at the coarsest. The time interval is ∆t = 0.0001.

The numerical solutions at t = 0.44 by the uniform mesh and the nonuniform mesh are shown in Fig.
2 and Fig. 3 respectively. The solid line in each figure is a numerical result that is obtained by using the
finer uniform mesh that consists of the 400 grids. Comparing these two figures, we deduce that the use

22
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x

Fig. 1 The nonuniform grids that is used in Section 3.2.
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Fig. 2 Numerical solution at t = 0.44 by the uniform grid. The solid line is that by the finer
uniform mesh that consists of the 400 grids.
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Fig. 4 The time evolution of the total energy in the case where the nonuniform mesh is employed.

of the nonuniform mesh can improve the numerical solution in the sense that the oscillation near x = 0.6
can be captured on the nonuniform mesh, unlike on the uniform mesh.

The time evolution of the energy in the case where the nonuniform mesh is employed is shown in Fig.
4, which confirms the energy conservation property that is stated in Theorem 2.11.

4 Extension to Multidimensional Nonuniform Grids
In this section, we extend the discrete variational method to multidimensional nonuniform grids. In

multidimensional cases, notation becomes extremely complicated. For this reason we consider the two
dimensional case only, but the extensions to more than two dimensional problems are obtained in the
same manner.

4.1 Target Equations

Here we consider the following equations on a two dimensional domain Ω, which are two dimensional
analogues of the equations considered in the previous sections. We assume that there exists a sufficiently
smooth homeomorphism between Ω and the computational space.

In two dimensional cases, the variational derivative is defined by

δG

δu
:=

∂G

∂u
− ∂

∂x

∂G

∂ux
− ∂

∂y

∂G

∂uy
.

The dissipative equations that correspond to (1.3) become

∂u

∂t
= (−1)s+1

(
∂2s

∂x2s
+

∂2s

∂y2s

)
δG

δu
, (t, x, y) ∈ (0,∞) × Ω, s = 0, 1. (4.1)

We consider just s = 0, 1, since there exists little equation with s > 1 in multidimensional cases.
Equations of this form enjoy the dissipation property.

24



Theorem 4.1. Suppose that the boundary condition satisfies∫
∂Ω

∂u

∂t

(
∂G

∂ux
,

∂G

∂uy

)>

· nds = 0, (4.2)

where n is the unit normal vector to the boundary and ds is the area element. Suppose also that∫
∂Ω

δG

δu

(
∇δG

δu
· n

)
ds = 0 (4.3)

if s = 1. Then the solutions of (4.1) have the dissipation property:

dH

dt
≤ 0, H(t) =

∫
Ω

G(u, ux, uy)dxdy.

The conservative equations that correspond to (1.5) become

∂u

∂t
=

(
∂

∂x
+

∂

∂y

)
δG

δu
, (t, x, y) ∈ (0,∞) × Ω. (4.4)

Theorem 4.2. Suppose that the boundary condition satisfies∫
∂Ω

∂u

∂t

(
∂G

∂ux
,

∂G

∂uy

)>

· nds = 0,

∫
∂Ω

(
δG

δu

)2

ds = 0 (4.5)

Then the solutions of (4.4) have the conservation property:

dH

dt
= 0, H(t) =

∫
Ω

G(u, ux, uy)dxdy. (4.6)

We show “the variational structure” of these equations:

Lemma 4.3. Suppose that a solution of (4.1) or (4.4) satisfies the condition∫
∂Ω

∂u

∂t

(
∂G

∂ux
,

∂G

∂uy

)>

· nds = 0.

Then

dH

dt
=

∫
Ω

∂u

∂t

δG

δu
dxdy. (4.7)

Proof. By the Gauss theorem, we have

dH

dt
=

d
dt

∫
Ω

G(u, ux, uy)dxdy

=
∫

Ω

(
∂G

∂u

∂u

∂t
+

∂G

∂ux

∂ux

∂t
+

∂G

∂uy

∂uy

∂t

)
dxdy

=
∫

Ω

(
∂G

∂u
− ∂

∂x

∂G

∂ux
− ∂

∂y

∂G

∂uy

)
∂u

∂t
dxdy +

∫
∂Ω

∂u

∂t

(
∂G

∂ux
,

∂G

∂uy

)>

· nds

=
∫

Ω

δG

δu

∂u

∂t
dxdy.

25



Proof of Theorem 4.1. Applying Lemma 4.3 gives

dH

dt
=

∫
Ω

δG

δu

∂u

∂t
dxdy.

In the case where s = 0, substituting the equation yields∫
Ω

δG

δu

∂u

∂t
dxdy = −

∫
Ω

(
δG

δu

)2

dxdy ≤ 0.

In the case where s = 1, applying the Gauss theorem one more time gives∫
Ω

δG

δu

∂u

∂t
dxdy =

∫
Ω

(
δG

δu

)((
∂2

∂x2
+

∂2

∂y2

)
δG

δu

)
dxdy

= −
∫

Ω

((
∂

∂x
+

∂

∂y

)
δG

δu

)2

dxdy +
∫

∂Ω

δG

δu

(
∇δG

δu
· n

)
ds

= −
∫

Ω

((
∂

∂x
+

∂

∂y

)
δG

δu

)2

dxdy

≤ 0.

Proof of Theorem 4.2. Applying Lemma 4.3 gives

dH

dt
=

∫
Ω

δG

δu

∂u

∂t
dxdy

Substituting the equation and applying the Gauss theorem yield

=
∫

Ω

(
δG

δu

)((
∂

∂x
+

∂

∂y

)
δG

δu

)
dxdy

= −
∫

Ω

((
∂

∂x
+

∂

∂y

)
δG

δu

)(
δG

δu

)
dxdy +

∫
∂Ω

(
δG

δu

)2

ds

= −
∫

Ω

((
∂

∂x
+

∂

∂y

)
δG

δu

)(
δG

δu

)
dxdy,

and hence
d
dt

∫
Ω

G(u, ux, uy)dxdy = 0.

4.2 The Dissipation/Conservation Properties in the Computational Space

In this section, we extend the discrete variational method to multidimensional nonuniform grids such
as the one shown in Fig. 5. We assume that the number of grids is (N + 1)× (M + 1). As in the one di-
mensional case, we use the mapping method. First we describe the proofs of the conservation/dissipation
properties in the computational space with the coordinates (ξ, η), and then, we define the discrete vari-
ational derivative and the schemes.

In the computational space, the partial derivatives are transformed to

∂v

∂x
= J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)
v,

∂v

∂y
= J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)
v, (4.8)
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Fig. 5 An example of nonuniform grids in R2.

where v is a smooth function and J is the Jacobian

J = det

(
∂x
∂ξ

∂x
∂η

∂y
∂ξ

∂y
∂η

)
.

Note that the partial derivatives are also written as

∂v

∂x
= J−1

(
∂

∂ξ

(
∂y

∂η
v

)
− ∂

∂η

(
∂y

∂ξ
v

) )
,

∂v

∂y
= J−1

(
∂

∂η

(
∂x

∂ξ
v

)
− ∂

∂ξ

(
∂x

∂η
v

))
, (4.9)

since xξη = xηξ, yξη = yηξ.
By using these formulas, we rewrite the equations in the following forms that are suitable for the

discretizations. We transform the dissipative equations (4.1) to

∂u

∂t
= −

(
δG

δu

)
cs

, (4.10)

if s = 0, and to

∂u

∂t
=

J−1

{
∂

∂ξ

(
∂y

∂η

(
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

) (
δG

δu

)
cs

))
− ∂

∂η

(
∂y

∂ξ

(
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)(
δG

δu

)
cs

))}
+ J−1

{
∂

∂η

(
∂x

∂ξ

(
J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

))
− ∂

∂ξ

(
∂x

∂η

(
J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

))}
,

(4.11)

if s = 1. We transform the conservative equations (4.4) to

∂u

∂t
=

1
2

[{
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)(
δG

δu

)
cs

+ J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

}
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+
{

J−1

(
∂

∂ξ

(
∂y

∂η

(
δG

δu

)
cs

)
− ∂

∂η

(
∂y

∂ξ

(
δG

δu

)
cs

))
+ J−1

(
∂

∂η

(
∂x

∂ξ

(
δG

δu

)
cs

)
− ∂

∂ξ

(
∂x

∂η

(
δG

δu

)
cs

))}]
.

(4.12)

(δG/δu)cs is the transformed variational derivative(
δG

δu

)
cs

:=
∂G

∂u
−

(
J−1

(
∂

∂ξ

(
∂y

∂η

∂G

∂ux

)
− ∂

∂η

(
∂y

∂ξ

∂G

∂ux

))
+ J−1

(
∂

∂η

(
∂x

∂ξ

∂G

∂uy

)
− ∂

∂ξ

(
∂x

∂η

∂G

∂uy

)))
.

(4.13)

Theorem 4.1 and 4.2 are transformed to the followings.

Theorem 4.4. Suppose that the boundary condition satisfies[∫ M

0

∂u

∂t

(
δG

δux

∂y

∂η
− δG

δuy

∂x

∂η

)
dη

]ξ=N

ξ=0

+

[∫ N

0

∂u

∂t

(
δG

δux

∂y

∂ξ
− δG

δuy

∂x

∂ξ

)
dξ

]η=0

η=M

= 0. (4.14)

Suppose also that[∫ M

0

(
δG

δu

)
cs

(
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)(
δG

δu

)
cs

∂y

∂η
− J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

∂x

∂η

)
dη

]ξ=N

ξ=0

+

[∫ N

0

(
δG

δu

)
cs

(
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

) (
δG

δu

)
cs

∂y

∂ξ
− J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

∂x

∂ξ

)
dξ

]η=0

η=M

= 0, (4.15)

if s = 1. Then the solutions of (4.10) or (4.11) have the dissipation property:

dHcs

dt
≤ 0, Hcs(t) =

∫ η=M

η=0

∫ ξ=N

ξ=0

G(u, ux, uy)Jdξdη.

Theorem 4.5. Suppose that the boundary condition satisfies[∫ M

0

∂u

∂t

(
δG

δux

∂y

∂η
− δG

δuy

∂x

∂η

)
dη

]ξ=N

ξ=0

+

[∫ N

0

∂u

∂t

(
δG

δux

∂y

∂ξ
− δG

δuy

∂x

∂ξ

)
dξ

]η=0

η=M

= 0, (4.16)

[∫ M

0

(
δG

δu

)2

cs

(
∂y

∂η
− ∂x

∂η

)
dη

]ξ=N

ξ=0

+

[∫ N

0

(
δG

δu

)2

cs

(
∂y

∂ξ
− ∂x

∂ξ

)
dξ

]η=0

η=M

= 0. (4.17)

Then the solutions of (4.12) have the conservation property:

dHcs

dt
= 0, Hcs(t) =

∫ η=M

η=0

∫ ξ=N

ξ=0

G(u, ux, uy)Jdξdη.

For the proofs of these theorems, we prepare the Gauss theorem that is transformed to the computa-
tional space.

Lemma 4.6. Let u, v1, v2 be smooth functions that satisfy[∫ M

0

u

(
v1

∂y

∂η
− v2

∂x

∂η

)
dη

]ξ=N

ξ=0

+

[∫ N

0

u

(
v1

∂y

∂ξ
− v2

∂x

∂ξ

)
dξ

]η=0

η=M

= 0. (4.18)
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Then∫ η=M

η=0

∫ ξ=N

ξ=0

(
v1J

−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)
u + v2J

−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)
u

)
Jdξdη

= −
∫ η=M

η=0

∫ ξ=N

ξ=0

u

(
J−1

(
∂

∂ξ

(
∂y

∂η
v1

)
− ∂

∂η

(
∂y

∂ξ
v1

) )
+ J−1

(
∂

∂η

(
∂x

∂ξ
v2

)
− ∂

∂ξ

(
∂x

∂η
v2

)))
Jdξdη.

Proof. We can obtain this lemma by applying the integration by parts in the ξ and the η directions. In
fact,∫ η=M

η=0

∫ ξ=N

ξ=0

(
v1J

−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)
u + v2J

−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)
u

)
Jdξdη

=
∫ η=M

η=0

∫ ξ=N

ξ=0

(
v1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)
u + v2

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)
u

)
dξdη

= −
∫ η=M

η=0

∫ ξ=N

ξ=0

u
∂

∂ξ

(
∂y

∂η
v1

)
dξdη +

[∫ M

0

∂y

∂η
uv1dη

]ξ=N

ξ=0

+
∫ η=M

η=0

∫ ξ=N

ξ=0

u
∂

∂η

(
∂y

∂ξ
v1

)
dξdη −

[∫ N

0

∂y

∂ξ
uv1dξ

]η=M

η=0

−
∫ η=M

η=0

∫ ξ=N

ξ=0

u
∂

∂η

(
∂x

∂ξ
v2

)
dξdη +

[∫ N

0

∂x

∂ξ
uv2dξ

]η=M

η=0

+
∫ η=M

η=0

∫ ξ=N

ξ=0

u
∂

∂ξ

(
∂x

∂η
v2

)
dξdη −

[∫ M

0

∂x

∂η
uv2dη

]ξ=N

ξ=0

= −
∫ η=M

η=0

∫ ξ=N

ξ=0

u

(
J−1

(
∂

∂ξ

(
∂y

∂η
v1

)
− ∂

∂η

(
∂y

∂ξ
v1

) )
+ J−1

(
∂

∂η

(
∂x

∂ξ
v2

)
− ∂

∂ξ

(
∂x

∂η
v2

)))
Jdξdη

+

[∫ M

0

u

(
v1

∂y

∂η
− v2

∂x

∂η

)
dη

]ξ=N

ξ=0

+

[∫ N

0

u

(
v1

∂y

∂ξ
− v2

∂x

∂ξ

)
dξ

]η=0

η=M

= −
∫ η=M

η=0

∫ ξ=N

ξ=0

u

(
J−1

(
∂

∂ξ

(
∂y

∂η
v1

)
− ∂

∂η

(
∂y

∂ξ
v1

) )
+ J−1

(
∂

∂η

(
∂x

∂ξ
v2

)
− ∂

∂ξ

(
∂x

∂η
v2

)))
Jdξdη.

Next, we transform Lemma 4.3.

Lemma 4.7. Suppose that a solution of (4.1) or (4.4) satisfies the condition[∫ M

0

ut

(
δG

δux

∂y

∂η
− δG

δuy

∂x

∂η

)
dη

]ξ=N

ξ=0

+

[∫ N

0

ut

(
δG

δux

∂y

∂ξ
− δG

δuy

∂x

∂ξ

)
dξ

]η=0

η=M

= 0.

Then

dH

dt
=

∫ η=M

η=0

∫ ξ=N

ξ=0

∂u

∂t

(
δG

δu

)
cs

Jdξdη. (4.19)

Proof. By the chain rule, we have

dH

dt
=

d
dt

∫ η=M

η=0

∫ ξ=N

ξ=0

Gdxdy (4.20)
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=
∫ η=M

η=0

∫ ξ=N

ξ=0

(
∂G

∂u

∂u

∂t
+

∂G

∂ux

∂ux

∂t
+

∂G

∂uy

∂uy

∂t

)
dxdy

=
∫ η=M

η=0

∫ ξ=N

ξ=0

∂G

∂u

∂u

∂t
Jdξdη +

∫ η=M

η=0

∫ ξ=N

ξ=0

(
∂G

∂ux
J−1

(
∂y

∂η

∂ut

∂ξ
− ∂y

∂ξ

∂ut

∂η

)
+

∂G

∂uy
J−1

(
∂x

∂ξ

∂ut

∂η
− ∂x

∂η

∂ut

∂ξ

))
Jdξdη.

By applying the transformed Gauss theorem shown in Lemma 4.6, we get

=
∫ η=M

η=0

∫ ξ=N

ξ=0

∂G

∂u

∂u

∂t
Jdξdη −

∫ η=M

η=0

∫ ξ=N

ξ=0

∂u

∂t

{
J−1

(
∂

∂ξ

(
∂y

∂η

∂G

∂ux

)
− ∂

∂η

(
∂y

∂ξ

∂G

∂ux

))
+J−1

(
∂

∂η

(
∂x

∂ξ

∂G

∂uy

)
− ∂

∂ξ

(
∂x

∂η

∂G

∂uy

))}
Jdξdη

=
∫ η=M

η=0

∫ ξ=N

ξ=0

∂u

∂t{
∂G

∂u
−

(
J−1

(
∂

∂ξ

(
∂y

∂η

∂G

∂ux

)
− ∂

∂η

(
∂y

∂ξ

∂G

∂ux

))
+ J−1

(
∂

∂η

(
∂x

∂ξ

∂G

∂uy

)
− ∂

∂ξ

(
∂x

∂η

∂G

∂uy

)))}
Jdξdη

=
∂u

∂t

(
δG

δu

)
cs

Jdξdη.

Now we can prove Theorem 4.4 and 4.5.

Proof of Theorem 4.4. By Lemma 4.7, we have

dH

dt
=

∫ η=M

η=0

∫ ξ=N

ξ=0

∂u

∂t

(
δG

δu

)
cs

Jdξdη. (4.21)

In the case of s = 0, substituting the equation (4.10) yields

(4.21) = −
∫ η=M

η=0

∫ ξ=N

ξ=0

(
δG

δu

)2

cs

Jdξdη ≤ 0.

In the case of s = 1, substituting the equation (4.11) and applying the Gauss theorem in the form of
Lemma 4.6 yield

(4.21) =∫ η=M

η=0

∫ ξ=N

ξ=0

[
J−1

{
∂

∂ξ

(
∂y

∂η

(
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)(
δG

δu

)
cs

))
− ∂

∂η

(
∂y

∂ξ

(
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

) (
δG

δu

)
cs

))}
+ J−1

{
∂

∂η

(
∂x

∂ξ

(
J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

) (
δG

δu

)
cs

))
− ∂

∂ξ

(
∂x

∂η

(
J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

))}](
δG

δu

)
cs

Jdξdη

= −
∫ η=M

η=0

∫ ξ=N

ξ=0

{(
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)(
δG

δu

)
cs

)
+

(
J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

)}2

Jdξdη

≤ 0.
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Proof of Theorem 4.5. Applying Lemma 4.7 we have

dH

dt
=

∫ η=M

η=0

∫ ξ=N

ξ=0

∂u

∂t

(
δG

δu

)
cs

Jdξdη.

Substituting the equation (4.12) yields

=
∫ η=M

η=0

∫ ξ=N

ξ=0

1
2

[{
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)(
δG

δu

)
cs

+ J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

}
{

J−1

(
∂

∂ξ

(
∂y

∂η

(
δG

δu

)
cs

)
− ∂

∂η

(
∂y

∂ξ

(
δG

δu

)
cs

) )
+ J−1

(
∂

∂η

(
∂x

∂ξ

(
δG

δu

)
cs

)
− ∂

∂ξ

(
∂x

∂η

(
δG

δu

)
cs

))}]
(

δG

δu

)
cs

Jdξdη.

Applying Lemma 4.6, we have

= −
∫ η=M

η=0

∫ ξ=N

ξ=0

1
2[{

J−1

(
∂

∂ξ

(
∂y

∂η

(
δG

δu

)
cs

)
− ∂

∂η

(
∂y

∂ξ

(
δG

δu

)
cs

) )
+ J−1

(
∂

∂η

(
∂x

∂ξ

(
δG

δu

)
cs

)
− ∂

∂ξ

(
∂x

∂η

(
δG

δu

)
cs

))}
+

{
J−1

(
∂y

∂η

∂

∂ξ
− ∂y

∂ξ

∂

∂η

)(
δG

δu

)
cs

+ J−1

(
∂x

∂ξ

∂

∂η
− ∂x

∂η

∂

∂ξ

)(
δG

δu

)
cs

}] (
δG

δu

)
cs

Jdξdη,

and hence, this equals 0.

4.3 The Discrete Gauss Theorem on Multidimensional Nonuniform Grids

In this section, we provide a discrete counterpart of the Gauss theorem. As is seen in the proof of
Lemma 4.6, the Gauss theorem in the computational space is obtained simply by applying the integration
by parts in the ξ and the η directions. Therefore the discrete Gauss theorem is obtained by applying the
summation by parts in each direction.

First, similarly to the one dimensional case, we introduce an averaging operator to simplify notation.

Definition 4.1. Let δξ and δη be finite difference operators in the ξ and the η directions respectively:

δξUi,j =
α∑

k=−α

akUi+k,j , δηUi,j =
β∑

k=−β

bkUi,j+k.

We define ãi,k, ã∗
i,k, b̃j,k and b̃∗j,k by

ãi,k =

{
a−i+k (k = i − α, i − α + 1, . . . , i + α − 1, i + α),
0 (otherwise),

a∗
i,k = −ak,i,

b̃j,k =

{
b−j+k (k = j − β, j − β + 1, . . . , j + β − 1, j + β),
0 (otherwise),

b∗j,k = −bk,j .

For Ui,j, V1,i,j and V2,i,j we define an averaging operator µ(∂Ω,δξ,δη,xξ,xη,yξ,yη) ({Ui,j} , {V1,i,j} , {V2,i,j})
by

µ(∂Ω,δξ,δη,xξ,xη,yξ,yη) ({Ui,j} , {V1,i,j} , {V2,i,j})
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:=
M∑

j=0

N∑
i=N−α+1

N+α∑
k=N+1

wi,jUi,j

(
w−1

i,j (yη)i,j ãi,kV1,k,j − w−1
i,j (xη)i,j ãi,kV2,k,j

)
+

M∑
j=0

α−1∑
i=0

−1∑
k=−α

wi,jUi,j

(
w−1

i,j (yη)i,j ãi,kV1,k,j − w−1
i,j (xη)i,j ãi,kV2,k,j

)
+

N∑
i=0

M∑
j=M−β+1

M+β∑
k=M+1

wi,jUi,j

(
w−1

i,j (xξ)i,j b̃j,kV2,i,k − w−1
i,j (yξ)i,j b̃j,kV1,i,k

)

+
N∑

i=0

β−1∑
j=0

−1∑
k=−β

wi,jUi,j

(
w−1

i,j (xξ)i,j b̃j,kV2,i,k − w−1
i,j (yξ)i,j b̃j,kV1,i,k

)

+
M∑

j=0

N∑
i=N−α+1

N+α∑
k=N+1

wi,jUk,j

(
w−1

i,j (yη)k,j ã
∗
i,kV1,i,j − w−1

i,j (xη)k,j ã
∗
i,kV2,i,j

)
+

M∑
j=0

α−1∑
i=0

−1∑
k=−α

wi,jUk,j

(
w−1

i,j (yη)k,j ã
∗
i,kV1,i,j − w−1

i,j (xη)k,j ã
∗
i,kV2,i,j

)
+

N∑
i=0

M∑
j=M−β+1

M+β∑
k=M+1

wi,jUi,k

(
w−1

i,j (xξ)i,k b̃∗j,kV2,i,j − w−1
i,j (yξ)i,k b̃∗j,kV1,i,j

)

+
N∑

i=0

β−1∑
j=0

−1∑
k=−β

wi,jUi,k

(
w−1

i,j (xξ)i,k b̃∗j,kV2,i,j − w−1
i,j (yξ)i,k b̃∗j,kV1,i,j

)
.

When Ui,j , V1,i,j and V2,i,j approximate functions u, v1 and v2 respectively, this value approximates
the boundary term (4.18) in the Gauss theorem.

We can now state the discrete Gauss theorem.

Lemma 4.8. Let δξ and δη be finite difference operators in the ξ and the η directions respectively. Let
Ui,j, V1,i,j and V2,i,j satisfy

µ(∂Ω,δξ,δη,xξ,xη,yξ,yη) ({Ui,j} , {V1,i,j} , {V2,i,j}) = 0.

Then

N∑
i=0

M∑
j=0

wi,jUi,j

(
w−1

i,j

(
(yη)i,jδξ − (yξ)i,jδη

)
V1,i,j + w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)
V2,i,j

)

= −
N∑

i=0

M∑
j=0

wi,j

(
V1,i,jw

−1
i,j

(
δ∗ξ

(
(yη)i,jUi,j

)
− δ∗η

(
(yξ)i,jUi,j

))
+ V2,i,jw

−1
i,j

(
δ∗η

(
(xξ)i,jUi,j

)
− δ∗ξ

(
(xη)i,jUi,j

)))
. (4.22)

Proof. The proof is the same as Lemma 4.6. By applying the summation by parts in the ξ and the η
directions, we obtain

N∑
i=0

M∑
j=0

wi,jUi,j

(
w−1

i,j

(
(yη)i,jδξ − (yξ)i,jδη

)
V1,i,j + w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)
Vi,j

)

=
M∑

j=0

N∑
i=0

N∑
k=0

wi,jUi,j

(
w−1

i,j (yη)i,j ãi,kV1,k,j − w−1
i,j (xη)i,j ãi,kV2,k,j

)
+ (boundary term corresponding to δξ)
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+
N∑

i=0

M∑
j=0

M∑
k=0

wi,jUi,j

(
w−1

i,j (xξ)i,j b̃j,kV2,i,k − w−1
i,j (yξ)i,j b̃j,kV1,i,k

)
+ (boundary term corresponding to δη)

= −
M∑

j=0

N∑
k=0

N∑
i=0

wk,jUk,j

(
w−1

k,j(yη)k,j ã
∗
i,kV1,i,j − w−1

k,j(xη)k,j ã
∗
i,kV2,i,j

)
+ (boundary term corresponding to δξ)

−
N∑

i=0

M∑
k=0

M∑
j=0

wi,kUi,k

(
w−1

i,k (xξ)i,k b̃∗j,kV2,i,j − w−1
i,k (yξ)i,k b̃∗j,kV1,i,j

)
+ (boundary term corresponding to δη)

= −
N∑

i=0

M∑
j=0

wi,j

(
V1,i,jw

−1
i,j

(
δ∗ξ

(
(yη)i,jUi,j

)
− δ∗η

(
(yξ)i,jUi,j

))
− V2,i,jw

−1
i,j

(
δ∗η

(
(xξ)i,jUi,j

)
− δ∗ξ

(
(xη)i,jUi,j

)))
+ (boundary term corresponding to δξ, δ∗ξ , δη, δ∗η).

The straightforward calculation shows that the boundary term equals µ(∂Ω,δξ,δη,xξ,xη,yξ,yη) ({Ui,j} , {V1,i,j} , {V2,i,j}).
Therefore

= −
N∑

i=0

M∑
j=0

wi,j

(
V1,i,jw

−1
i,j

(
δ∗ξ

(
(yη)i,jUi,j

)
− δ∗η

(
(yξ)i,jUi,j

))
− V2,i,jw

−1
i,j

(
δ∗η

(
(xξ)i,jUi,j

)
− δ∗ξ

(
(xη)i,jUi,j

)))
.

4.4 The Definition of the Discrete Variational Derivative

In this section we define the discrete variational derivative on two dimensional nonuniform meshes.
Similarly to one dimensional case, we define the discrete variational derivative so that they approximate
the transformed variational derivative(

δG

δu

)
cs

=
∂G

∂u
−

(
J−1

(
∂

∂ξ

(
∂y

∂η

∂G

∂ux

)
− ∂

∂η

(
∂y

∂ξ

∂G

∂ux

))
+ J−1

(
∂

∂η

(
∂x

∂ξ

∂G

∂uy

)
− ∂

∂ξ

(
∂x

∂η

∂G

∂uy

)))
.

We assume that the energy functional G(u, ux, uy) is given in the next form:

G(u, ux, uy) =
K∑

l=1

fl(u)gl(ux)hl(uy). (4.23)

We define the discrete energy functional Gd(~U (n))i,j by

Gd(~U (n))i,j =
K∑

l=1

fl(U
(n)
i,j )

(
1

Ml

Ml∑
ml=1

gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n)
i,j

)
hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n)
i,j

))
(4.24)

and the discrete total energy H(n) by

H(n) =
N∑

i=0

M∑
j=0

wi,jGd(~U (n))i,j . (4.25)
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Definition 4.2. We define the discrete variational derivative of Gd(~U (n))i,j by(
δGd

δ(~U (n+1), ~U (n))

)
i,j

=
K∑

l=1

1
Ml

Ml∑
m=1

{(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,i,j

− w−1
i,j

(
δ∗ξ,l,m

(
(yη)l,m,i,j

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,i,j

)
− δ∗η,l,m

(
(yξ)l,m,i,j

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,i,j

))

− w−1
i,j

(
δ∗η,l,m

(
(xξ)l,m,i,j

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
l,m,i,j

)
− δ∗ξ,l,m

(
(xη)l,m,i,j

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
l,m,i,j

))}
,

(4.26)

where(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,i,j

=
1
6

(
fl(U

(n+1)
i,j ) − fl(U

(n)
i,j )

U
(n+1)
i,j − U

(n)
i,j

)
(
2gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n+1)
i,j

)
hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n+1)
i,j

)
+gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n+1)
i,j

)
hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n)
i,j

)
+gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n)
i,j

)
hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n+1)
i,j

)
+2gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n)
i,j

)
hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n)
i,j

))
,

(4.27)

(
∂Gd

∂(~U (n+1)
x , ~U (n))x

)
l,m,i,j

=
1
6

(
2fl(U

(n+1)
j )hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n+1)
i,j

)
+fl(U

(n+1)
j )hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n)
i,j

)
+fl(U

(n)
j )hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n+1)
i,j

)
+2fl(U

(n)
j )hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n)
i,j

))
gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n+1)
i,j

)
− gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n)
i,j

)
(
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n+1)
i,j −

(
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n)
i,j

,

(4.28)
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(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
l,m,i,j

=
1
6

(
2fl(U

(n+1)
j )gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n+1)
i,j

)
+fl(U

(n+1)
j )gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n)
i,j

)
+fl(U

(n)
j )gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n+1)
i,j

)
+2fl(U

(n)
j )gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n)
i,j

))
hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n+1)
i,j

)
− hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n)
i,j

)
(
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n+1)
i,j −

(
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n)
i,j

.

(4.29)

The discrete variational derivative is defined carefully again so that this brings the variational structure:

Lemma 4.9. Suppose the condition

µ(∂Ω,δξ,l,m,δη,l,m,(xξ)l,m,i,j ,(xη)l,m,i,j ,(yξ)l,m,i,j ,(yη)l,m,i,j)

{
U

(n+1)
i,j − U

(n)
i,j

∆t

}
,


(

∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,i,j

 ,


(

∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
l,m,i,j


 = 0 (4.30)

is satisfied for each l and m. Then

1
∆t

(
H(n+1) − H(n)

)
=

N∑
i=0

M∑
j=0

wi,j

(
U

(n+1)
i,j − U

(n)
i,j

∆t

)(
δGd

δ(~U (n+1), ~U (n))

)
i,j

. (4.31)

Proof. From (4.27)–(4.29) we have

1
∆t

(
H(n+1) − H(n)

)
=

1
∆t

N∑
i=1

M∑
j=1

K∑
l=1

wi,j

Ml

Ml∑
ml=1

(
fl(U

(n+1)
i,j )

(
gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n+1)
i,j

)
hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n+1)
i,j

))
−fl(U

(n)
i,j )

(
gl

((
w−1

i,j (yη)l,m,i,jδξ,l,m − w−1
i,j (yξ)l,m,i,jδη,l,m

)
U

(n)
i,j

)
hl

((
w−1

i,j (xξ)l,m,i,jδη,l,m − w−1
i,j (xη)l,m,i,jδξ,l,m

)
U

(n)
i,j

)))
=

N∑
i=0

M∑
j=0

K∑
l=1

wi,j

Ml

Ml∑
m=1

(
U

(n+1)
i,j − U

(n)
i,j

∆t

)(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,i,j

+ w−1
i,j

(
(yη)l,m,i,jδξ,l,m − (yξ)l,m,i,jδη,l,m

)(
U

(n+1)
i,j − U

(n)
i,j

∆t

)(
∂Gd

∂(~U (n+1)
x , ~U (n))x

)
l,m,i,j

+w−1
i,j

(
(xξ)l,m,i,jδη,l,m − (xη)l,m,i,jδξ,l,m

) (
U

(n+1)
i,j − U

(n)
i,j

∆t

)(
∂Gd

∂(~U (n+1)
y , ~U (n))y

)
l,m,i,j

 .
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By applying Lemma 4.8 we get

=
N∑

i=0

M∑
j=0

K∑
l=1

wi,j

Ml

Ml∑
m=1

(
U

(n+1)
i,j − U

(n)
i,j

∆t

)(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,i,j

− w−1
i,j

δ∗ξ,l,m

(yη)l,m,i,j

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,i,j


−δ∗η,l,m

(yξ)l,m,i,j

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,i,j


(

U
(n+1)
i,j − U

(n)
i,j

∆t

)

−w−1
i,j

δ∗η,l,m

(xξ)l,m,i,j

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
l,m,i,j


−δ∗ξ,l,m

(xη)l,m,i,j

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
l,m,i,j


(

U
(n+1)
i,j − U

(n)
i,j

∆t

)
=

N∑
j=0

wi,j

(
U

(n+1)
i,j − U

(n)
i,j

∆t

)(
δGd

δ(~U (n+1), ~U (n))

)
i,j

.

4.5 Design of Schemes for the Dissipative Equations

We define the scheme for the dissipative equation (4.1) by

U
(n+1)
i,j − U

(n)
i,j

∆t
= −

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

(4.32a)

if s = 0, and by

U
(n+1)
i,j − U

(n)
i,j

∆t
=w−1

i,j δ∗ξ

(yη)i,j

(
w−1

i,j

(
(yη)i,jδξ − (yξ)i,jδη

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


− w−1

i,j δ∗η

(yξ)i,j

(
w−1

i,j

(
(yη)i,jδξ − (yξ)i,jδη

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


+ w−1

i,j δ∗η

(xξ)i,j

(
w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


− w−1

i,j δ∗ξ

(xη)i,j

(
w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j

 (4.32b)

if s = 1.

Theorem 4.10. Let wi,j’s be positive. Let U
(n)
i,j be a numerical solution of the scheme (4.32a) or (4.32b)

under the boundary condition that satisfies the assumption of Lemma 4.9. Suppose also that

µ(∂Ω,δξ,δη,(xξ)i,j ,(xη)i,j ,(yξ)i,j ,(yη)i,j)


(

δGd

δ(~U (n+1), ~U (n))

)
i,j

 ,
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w−1
k,j

(
(yη)k,jδξ − (yξ)k,jδη

) (
δGd

δ(~U (n+1), ~U (n))

)
i,j

 ,

w−1
k,j

(
(xξ)k,jδη − (xη)k,jδξ

) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


 = 0 (4.33)

if s = 1. Then

1
∆t

(
H(n+1) − H(n)

)
≤ 0. (4.34)

Proof. This theorem is obtained in almost the same way as Theorem 4.4. By Lemma 4.9, we have

1
∆t

(
H(n+1) − H(n)

)
=

N∑
i=0

M∑
j=0

wi,j

(
U

(n+1)
i,j − U

(n)
i,j

∆t

)(
δGd

δ(~U (n+1), ~U (n))

)
i,j

. (4.35)

In the case of s = 0, substituting the scheme (4.32a) yields

(4.35) = −
N∑

i=0

M∑
j=0

wi,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

2

≤ 0.

In the case of s = 1, substituting the scheme (4.32b) and applying Lemma 4.8 yield

(4.35) = −
N∑

i=0

M∑
j=0

wi,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,jw−1

i,j δ∗ξ

(yη)i,j

(
w−1

i,j

(
(yη)i,jδξ − (yξ)i,jδη

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


− w−1

i,j δ∗η

(yξ)i,j

(
w−1

i,j

(
(yη)i,jδξ − (yξ)i,jδη

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


+ w−1

i,j δ∗η

(xξ)i,j

(
w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


−w−1

i,j δ∗ξ

(xη)i,j

(
w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


= −

N∑
i=0

M∑
j=0

wi,j


w−1

i,j

(
(yη)i,jδξ − (yξ)i,jδη

) (
δGd

δ(~U (n+1), ~U (n))

)
i,j

2

+

w−1
i,j

(
(xξ)i,jδη − (xη)i,jδξ

) (
δGd

δ(~U (n+1), ~U (n))

)
i,j

2


≤ 0.
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4.6 Design of Schemes for the Conservative Equations

We define the scheme for the conservative equation (4.4) by

U
(n+1)
i,j − U

(n)
i,j

∆t
=

1
2

(
w−1

i,j

(
(yc)i,jδξ − (ycξ)i,jδη

)
+ w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j

+w−1
i,j

δξ

(yη)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 − δη

(yξ)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j


+w−1

i,j

δη

(xξ)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 − δξ

(xη)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 ,

(4.36)

where δξ and δη are the central difference operators in the ξ and the η directions respectively.

Theorem 4.11. Let U
(n)
i,j be a numerical solution of the scheme (4.36) under the boundary condition

that satisfies the assumption of Lemma 4.9 and

µ(∂Ω,δc,δc,(xξ)i,j ,(xη)i,j ,(yξ)i,j ,(yη)i,j)


(

δGd

δ(~U (n+1), ~U (n))

)
i,j

 ,


(

δGd

δ(~U (n+1), ~U (n))

)
i,j

 ,


(

δGd

δ(~U (n+1), ~U (n))

)
i,j


 = 0. (4.37)

Then

1
∆t

(
H(n+1) − H(n)

)
= 0. (4.38)

Proof. This theorem is obtained in almost the same way as Theorem 4.5. Applying Lemma 4.9 we have

1
∆t

(
H(n+1) − H(n)

)
=

N∑
i=0

M∑
j=0

wi,j

(
U

(n+1)
i,j − U

(n)
i,j

∆t

)(
δGd

δ(~U (n+1), ~U (n))

)
i,j

.

Substituting the scheme (4.36) yields

=
1
2

N∑
i=0

M∑
j=0

wi,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j(

w−1
i,j

(
(yc)i,jδξ − (ycξ)i,jδη

)
+ w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j

+w−1
i,j

δξ

(yη)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 − δη

(yξ)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j


+w−1

i,j

δη

(xξ)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 − δξ

(xη)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 .
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Since δξ = δη = δc = δ∗c , applying Lemma 4.8 gives

= −1
2

N∑
i=0

M∑
j=0

wi,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,jw−1

i,j

δ∗η

(xξ)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 − δ∗ξ

(xη)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j


+ w−1

i,j

δ∗ξ

(yη)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 − δ∗η

(yξ)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j


(
w−1

i,j

(
(yc)i,jδ

∗
ξ − (ycξ)i,jδ

∗
η

)
+ w−1

i,j

(
(xξ)i,jδ

∗
η − (xη)i,jδ

∗
ξ

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


= −1

2

N∑
i=0

M∑
j=0

wi,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,jw−1

i,j

δη

(xξ)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 − δξ

(xη)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j


+ w−1

i,j

δξ

(yη)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j

 − δη

(yξ)i,j

(
δGd

δ(~U (n+1), ~U (n))

)
i,j


(
w−1

i,j

(
(yc)i,jδξ − (ycξ)i,jδη

)
+ w−1

i,j

(
(xξ)i,jδη − (xη)i,jδξ

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j

 ,

and hence this equals 0.

5 An Example in the Two Dimensional Case
As an example in the two dimensional case, we derive a dissipative scheme and show a numerical result

for the Cahn–Hilliard equation

∂u

∂t
= ∆

δG

δu
, G(u, ux, uy) =

p

2
u2 +

r

4
u4 − q

2

((
∂u

∂x

)2

+
(

∂u

∂y

)2
)

. (5.1)

5.1 An Energy Dissipative Scheme for the Cahn–Hilliard Equation

We first define the discrete energy functional for this equation. The energy functional G(u, ux, uy) is
written in the form of (4.23) with K = 3 and

f1(u) =
p

2
u2 +

r

4
u4, f2(u) = 1, f3(u) = 1,

g1(ux) = 1, g2(ux) = −q

2
u2

x, g3(ux) = 1,

h1(uy) = 1, h2(uy) = 1, h3(uy) = −q

2
u2

y.

We introduce the discrete energy functional so that it corresponds to these. On the given mesh, we
introduce the weights by

wi,j = (xξ,c)i,j(yη,c)i,j − (xη,c)i,j(yξ,c)i,j ,
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(xξ,c)i,j =
x(i + 1, j) − x(i − 1, j)

2
, (yξ,c)i,j =

y(i + 1, j) − y(i − 1, j)
2

,

(xη,c)i,j =
x(i, j + 1) − x(i, j − 1)

2
, (yη,c)i,j =

y(i, j + 1) − y(i, j − 1)
2

.

We use the following difference operators for the discretization:

δξ,+Ui,j = Ui+1,j − Ui,j , δξ,−Ui,j = Ui,j − Ui−1,j , δη,+Ui,j = Ui,j+1 − Ui,j , δη,−Ui,j = Ui,j − Ui,j−1.

For l = 2 we set M2 = 4 and approximate g2 by

g2(ux) = −q

2
u2

x

' − 1
M2

q

2

((
w−1

i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,+

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,−

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,+

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,−

)
U

(n)
i,j

)2
)

,

which gives

(yξ)2,1,i,j = (yξ)2,2,i,j = (yξ)2,3,i,j = (yξ)2,4,i,j = (yξ,c)i,j ,

(yη)2,1,i,j = (yη)2,2,i,j = (yη)2,3,i,j = (yη)2,4,i,j = (yη,c)i,j ,

δξ,2,1 = δξ,2,2 = δξ,+, δξ,2,3 = δξ,2,4 = δξ,−, δη,2,1 = δη,2,3 = δη,+, δη,2,2 = δη,2,4 = δη,−.

Similarly we set M3 = 4 and approximate h3 by

h3(uy) = −q

2
u2

y

' − 1
M3

q

2

((
w−1

i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,+

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,−

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,+

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,−

)
U

(n)
i,j

)2
)

,

which gives

(xξ)3,1,i,j = (xξ)3,2,i,j = (xξ)3,3,i,j = (xξ)3,4,i,j = (xξ,c)i,j ,

(xη)3,1,i,j = (xη)3,2,i,j = (xη)3,3,i,j = (xη)3,4,i,j = (xη,c)i,j ,

δξ,3,1 = δξ,3,3 = δξ,+, δξ,3,2 = δξ,3,4 = δξ,−, δη,3,1 = δη,3,2 = δη,+, δη,3,3 = δη,3,4 = δη,−.

From the above we define the discrete energy functional by

Gd(~U (n))i,j =
p

2

(
U

(n)
i,j

)2

+
r

4

(
U

(n)
i,j

)4

− 1
M2

q

2

((
w−1

i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,+

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,−

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,+

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,−

)
U

(n)
i,j

)2
)

− 1
M3

q

2

((
w−1

i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,+

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,−

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,+

)
U

(n)
i,j

)2

+
(
w−1

i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,−

)
U

(n)
i,j

)2
)

.
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Next we define the discrete variational derivative by (4.26). For l = 1, we set M1 = 1 and obtain(
∂Gd

∂(~U (n+1), ~U (n))

)
1,1,i,j

=
p

2

(
U

(n+1)
i,j + U

(n)
i,j

)
+

r

4

((
U

(n+1)
i,j

)3

+
(
U

(n+1)
i,j

)2

U
(n)
i,j + U

(n+1)
i,j

(
U

(n)
i,j

)2

+
(
U

(n)
i,j

)3
)

,(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
1,1,i,j

=

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
1,1,i,j

= 0.

For l = 2, we have already set M2 = 4 and obtain(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
2,1,i,j

= −q

2
w−1

i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,+

) (
U

(n+1)
i,j + U

(n)
i,j

)
,

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
2,2,i,j

= −q

2
w−1

i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,−

) (
U

(n+1)
i,j + U

(n)
i,j

)
,

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
2,3,i,j

= −q

2
w−1

i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,+

) (
U

(n+1)
i,j + U

(n)
i,j

)
,

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
2,4,i,j

= −q

2
w−1

i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,−

) (
U

(n+1)
i,j + U

(n)
i,j

)
,

(
∂Gd

∂(~U (n+1), ~U (n))

)
2,m,i,j

=

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
2,m,i,j

= 0 (m = 1, 2, 3, 4).

In a similar manner, we have for l = 3(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
3,1,i,j

= −q

2
w−1

i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,+

) (
U

(n+1)
i,j + U

(n)
i,j

)
,

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
3,2,i,j

= −q

2
w−1

i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,−

) (
U

(n+1)
i,j + U

(n)
i,j

)
,

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
3,3,i,j

= −q

2
w−1

i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,+

) (
U

(n+1)
i,j + U

(n)
i,j

)
,

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
3,4,i,j

= −q

2
w−1

i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,−

) (
U

(n+1)
i,j + U

(n)
i,j

)
,

(
∂Gd

∂(~U (n+1), ~U (n))

)
3,m,i,j

=

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
3,m,i,j

= 0 (m = 1, 2, 3, 4).

By using the above symbols, the discrete variational derivative is defined by(
δGd

δ(~U (n+1), ~U (n))

)
i,j

=

3∑
l=1

1
Ml

Ml∑
m=1

(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,i,j
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− w−1
i,j

δ∗ξ,l,m

(yη)l,m,i,j

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,i,j

 − δ∗η,l,m

(yξ)l,m,i,j

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,i,j


−w−1

i,j

δ∗η,l,m

(xξ)l,m,i,j

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
l,m,i,j

 − δ∗ξ,l,m

(xη)l,m,i,j

(
∂Gd

∂(~U (n+1)
y , ~U

(n)
y )

)
l,m,i,j


=

p

2

(
U

(n+1)
i,j + U

(n)
i,j

)
+

r

4

((
U

(n+1)
i,j

)3

+
(
U

(n+1)
i,j

)2

U
(n)
i,j + U

(n+1)
i,j

(
U

(n)
i,j

)2

+
(
U

(n)
i,j

)3
)

− q

8

(
w−1

i,j

(
δξ,−

(
(yη,c)i,jw

−1
i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,+

) (
U

(n+1)
i,j + U

(n)
i,j

))
−δη,−

(
(yξ,c)i,jw

−1
i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,+

) (
U

(n+1)
i,j + U

(n)
i,j

)))
+ w−1

i,j

(
δξ,−

(
(yη,c)i,jw

−1
i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,−

) (
U

(n+1)
i,j + U

(n)
i,j

))
−δη,+

(
(yξ,c)i,jw

−1
i,j

(
(yη,c)i,jδξ,+ − (yξ,c)i,jδη,−

) (
U

(n+1)
i,j + U

(n)
i,j

)))
+ w−1

i,j

(
δξ,+

(
(yη,c)i,jw

−1
i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,+

) (
U

(n+1)
i,j + U

(n)
i,j

))
−δη,−

(
(yξ,c)i,jw

−1
i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,+

) (
U

(n+1)
i,j + U

(n)
i,j

)))
+ w−1

i,j

(
δξ,+

(
(yη,c)i,jw

−1
i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,−

) (
U

(n+1)
i,j + U

(n)
i,j

))
−δη,+

(
(yξ,c)i,jw

−1
i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,−

) (
U

(n+1)
i,j + U

(n)
i,j

))))
− q

8

(
w−1

i,j

(
δη,−

(
(xξ,c)i,jw

−1
i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,+

) (
U

(n+1)
i,j + U

(n)
i,j

))
−δξ,−

(
(xη,c)i,jw

−1
i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,+

) (
U

(n+1)
i,j + U

(n)
i,j

)))
+ w−1

i,j

(
δη,−

(
(xξ,c)i,jw

−1
i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,−

) (
U

(n+1)
i,j + U

(n)
i,j

))
−δξ,+

(
(xη,c)i,jw

−1
i,j

(
(xξ,c)i,jδη,+ − (xη,c)i,jδξ,−

) (
U

(n+1)
i,j + U

(n)
i,j

)))
+ w−1

i,j

(
δη,+

(
(xξ,c)i,jw

−1
i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,+

) (
U

(n+1)
i,j + U

(n)
i,j

))
−δξ,−

(
(xη,c)i,jw

−1
i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,+

) (
U

(n+1)
i,j + U

(n)
i,j

)))
+ w−1

i,j

(
δη,+

(
(xξ,c)i,jw

−1
i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,−

) (
U

(n+1)
i,j + U

(n)
i,j

))
−δξ,+

(
(xη,c)i,jw

−1
i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,−

) (
U

(n+1)
i,j + U

(n)
i,j

))))
.

The scheme is defined by (4.32b) with, for example, δξ and δη being the backward difference δξ,− and
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Fig. 6 The grid that is used in the computation.

δη,−:

U
(n+1)
i,j − U

(n)
i,j

∆t
=w−1

i,j δξ,+

(yη,c)i,j

(
w−1

i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,−

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


− w−1

i,j δη,+

(yξ,c)i,j

(
w−1

i,j

(
(yη,c)i,jδξ,− − (yξ,c)i,jδη,−

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


+ w−1

i,j δη,+

(xξ,c)i,j

(
w−1

i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,−

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j


− w−1

i,j δξ,+

(xη,c)i,j

(
w−1

i,j

(
(xξ,c)i,jδη,− − (xη,c)i,jδξ,−

)) (
δGd

δ(~U (n+1), ~U (n))

)
i,j

 .

5.2 Numerical Example

We solved the Cahn–Hilliard equation on the annular domain Ω as is shown in Fig. 6 by the scheme
that is derived in the previous section. We set the parameters of the equation to p = −1, q = −0.001 and
r = 1. The domain Ω is represented as Ω = {(x, y) | x = ρ cos θ, y = ρ sin θ, 0.1 ≤ ρ ≤ 0.7, 0 ≤ θ < 2π}
by the polar coordinate. We used the grid that is shown in Fig. 6, which is written as

x(ξ, η) = ρ(ξ) cos(θ(η)), y(ξ, η) = ρ(ξ) sin(θ(η)), ρ(ξ) =
3
5

ξ

N
+

1
10

, θ(η) =
2πη

M + 1
(5.2)

in the computational space. The number of grids are 30 in the ξ direction and 40 in the η direction. We
set the periodic boundary condition in the η direction and

∂u

∂ξ
= 0,

∂

∂ξ
(∆u) = 0 (5.3)
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Fig. 7 The time evolution of the total en-
ergy of the numerical solution computed by
the naive scheme.
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Fig. 8 The time evolution of the total en-
ergy of the numerical solution computed by
our scheme.
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Fig. 9 The time evolution of the total den-
sity of the numerical solution computed by
the naive scheme.

-0.000108220

-0.000108219

-0.000108218

-0.000108217

-0.000108216

-0.000108215

-0.000108214

-0.000108213

-0.000108212

-0.000108211

-0.000108210

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

t

Fig. 10 The time evolution of the total den-
sity of the numerical solution computed by
our scheme.

in the ξ direction. Under these conditions the solution has the dissipation property. Additionally, the
Cahn–Hilliard equation describes the phase separation and the solution u denotes the density of the
materials. Under the above conditions, the total density is also conserved:

d
dt

∫
Ω

udxdy = 0.

We set the initial condition by

u(0, ξ, η) = 0.001 sin(10π(r(ξ) − 0.1)) + 0.001 sin(7θ(η)).

As a naive method, it is natural to employ the implicit Euler method in time and the central difference
that approximates the Laplace operator in the polar coordinate

∆ =
∂2

∂ρ2
+

1
ρ

∂

∂ρ
+

1
ρ2

∂2

∂θ2
.

So we compared our method with this naive method.
When we used the naive method, the scheme is unstable even with ∆t = 10−7. This result should be

due to the fact that the naive method does not retain neither the energy dissipation property nor the
conservation of the total density. Indeed both the total energy H(n) and the total density

∑
i,j wi,jU

(n)
i,j

diverge as shown in Fig. 7 and 9.
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Fig. 11 The initial condition.
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Fig. 12 The numerical solution by our
scheme at t = 0.05.
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Fig. 13 The numerical solution by our
scheme at t = 0.08.
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Fig. 14 The numerical solution by our
scheme at t = 0.12.

On the other hand, our scheme is stable with ∆t = 10−3. The time evolutions of the total energy
and the total density in that case are shown in Fig. 8 and 10. The dissipation property of our scheme
is confirmed by Fig. 8. Additionally, although we omit the proof, the total density is preserved in our
scheme, which is confirmed by Fig. 10.

The numerical solutions by our scheme at t = 0.0, 0.05, 0.08, 0.12, 0.15, 0.75 are shown in Fig. 11–16.
The black region and the white region in the figures correspond to the regions where the value of u is
almost −1 and 1 respectively. They represent the different phases and the total energy decreases when
the phases coalesce. In fact, the coalescence of the black regions is observed from t = 0.05 to t = 0.08,
while the decrease of the energy is observed at the same time. We can see similar phenomena also from
t = 0.12 to t = 0.15 and from t = 0.15 to t = 0.75.

6 Dissipative/Conservative Schemes for Complex Valued Equations
The discrete variational method has been extended to other equations than those of the form (1.3) or

(1.5), which include complex valued equations and nonlinear wave equations [5, 8, 10]. Our extension can
be also applied to such equations. As an example we show an application to one dimensional complex
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Fig. 15 The numerical solution by our
scheme at t = 0.15.
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Fig. 16 The numerical solution by our
scheme at t = 0.75.

valued equations. The extension to two dimensional case is obtained in the same way as Section 4. We
omit the proofs of the theorems below, but they are proved in similar ways to those in Section 2. The
original discrete variational method for such equations is shown in [10].

We consider the dissipative equations

∂u

∂t
= −δG

δū
(6.1)

and the conservative equations

i
∂u

∂t
= −δG

δū
, (6.2)

where u is a complex valued function and ū denotes the complex conjugate. The dissipative equations
include the Ginzburg–Landau equation

∂u

∂t
= p

∂2u

∂x2
+ q|u|2u + ru,

where p, q and r are real parameters, and the conservative equations the nonlinear Schrödinger equation

i
∂u

∂t
=

∂2u

∂x2
+ γ|u|p−1u,

where γ is a real parameter. The variational derivatives are defined by

δG

δu
=

∂G

∂u
− ∂

∂x

∂G

∂ux
,

δG

δū
=

∂G

∂ū
− ∂

∂x

∂G

∂ūx
.

The energy functional G(u, ux) is assumed to be of the next form:

G(u, ux) =
K∑

l=1

fl(u)gl(ux),

where fl(u) and gl(ux) are read valued functions that satisfy

fl(u) = fl(ū), gl(ux) = gl(ūx).

As is well-known [10], equations of the form (6.1) are dissipative.

46



Theorem 6.1. Suppose that the boundary condition satisfies[
∂G

∂ux

∂u

∂t
+

∂G

∂ūx

∂ū

∂t

]L

0

= 0.

Then the solutions of (6.1) have the dissipation property:

d
dt

∫ L

0

G(u, ux)dx ≤ 0.

Similarly, equations of the form (6.2) are conservative.

Theorem 6.2. Suppose that the boundary condition satisfies[
∂G

∂ux

∂u

∂t
+

∂G

∂ūx

∂ū

∂t

]L

0

= 0.

Then the solutions of (6.2) have the conservation property:

d
dt

∫ L

0

G(u, ux)dx = 0.

6.1 Definition of the Discrete Variational Derivative

We can introduce the discrete variational derivatives for these equations in a similar way as Section 2.
We define the discrete energy functional by

Gd(~U)(n)
j =

K∑
l=1

fl(U
(n)
j )

(
1

Ml

Ml∑
m=1

gl((xξ)−1
l,m,jδl,mU

(n)
j )

)
.

and the discrete total energy H(n) by (2.21).

Definition 6.1. We define the discrete variational derivatives of Gd(~U)(n)
j by(

δGd

δ(~U (n+1), ~U (n))

)
j

:=
K∑

l=1

1
Ml

Ml∑
m=1

(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,j

−w−1
j δ∗l,m

(xξ)−1
l,m,jwj

(
∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j

 ,

(
∂Gd

∂(~U (n+1), ~U (n))

)
l,m,j

:=

(
fl(U

(n+1)
j ) − fl(U

(n)
j )

|U (n+1)
j |2 − |U (n)

j |2

) U
(n+1)
j + U

(n)
j

2


(

gl((xξ)−1
l,m,jδl,mU

(n+1)
j ) + gl((xξ)−1

l,m,jδl,mU
(n)
j )

2

)
,(

∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j

:=

(
fl(U

(n+1)
j ) + fl(U

(n)
j )

2

)
(

gl((xξ)−1
l,m,jδl,mU

(n+1)
j ) − gl((xξ)−1

l,m,jδl,mU
(n)
j )

|(xξ)−1
l,m,jδl,mU

(n+1)
j |2 − |(xξ)−1

l,m,jδl,mU
(n)
j |2

)  (xξ)−1
l,m,jδl,mU

(n+1)
j + (xξ)−1

l,m,jδl,mU
(n)
j

2

 .
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and(
δGd

δ( ~̄U (n+1), ~̄U (n))

)
j

:=
K∑

l=1

1
Ml

Ml∑
m=1

(
∂Gd

∂( ~̄U (n+1), ~̄U (n))

)
l,m,j

−w−1
j δ∗l,m

(xξ)−1
l,m,jwj

(
∂Gd

∂( ~̄U (n+1)
x , ~̄U

(n)
x )

)
l,m,j

 ,

(
∂Gd

∂( ~̄U (n+1), ~̄U (n))

)
l,m,j

:=

(
fl(U

(n+1)
j ) − fl(U

(n)
j )

|U (n+1)
j |2 − |U (n)

j |2

)(
U

(n+1)
j + U

(n)
j

2

)
(

gl((xξ)−1
l,m,jδl,mU

(n+1)
j ) + gl((xξ)−1

l,m,jδl,mU
(n)
j )

2

)
,(

∂Gd

∂( ~̄U (n+1)
x , ~̄U

(n)
x )

)
l,m,j

:=

(
fl(U

(n+1)
j ) + fl(U

(n)
j )

2

)
(

gl((xξ)−1
l,m,jδl,mU

(n+1)
j ) − gl((xξ)−1

l,m,jδl,mU
(n)
j )

|(xξ)−1
l,m,jδl,mU

(n+1)
j |2 − |(xξ)−1

l,m,jδl,mU
(n)
j |2

)(
(xξ)−1

l,m,jδl,mU
(n+1)
j + (xξ)−1

l,m,jδl,mU
(n)
j

2

)
.

Lemma 6.3. Suppose the boundary condition satisfies

K∑
l=1

1
Ml

Ml∑
m=1

µ(+,δl,m,(xξ)−1
l,m,j)

{
U

(n+1)
j − U

(n)
j

∆t

}
,


(

∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j




+µ(−,δl,m,(xξ)−1
l,m,j)

{
U

(n+1)
j − U

(n)
j

∆t

}
,


(

∂Gd

∂(~U (n+1)
x , ~U

(n)
x )

)
l,m,j


 + (C.C.) = 0

where (C.C.) denotes the complex conjugate of the other terms. Then

1
∆t

(
H(n+1) − H(n)

)
=

N∑
j=0

wj

(
U

(n+1)
j − U

(n)
j

∆t

)(
δGd

δ(~U (n+1), ~U (n))

)
j

+ (C.C.).

6.2 Design of Schemes

We define the scheme for the dissipative equation of the form (6.1) by(
U

(n+1)
j − U

(n)
j

∆t

)
= −

(
δ ~Gd

δ( ~̄U (n+1), ~̄U (n))

)
j

(6.3)

and by

i

(
U

(n+1)
j − U

(n)
j

∆t

)
= −

(
δ ~Gd

δ( ~̄U (n+1), ~̄U (n))

)
j

(6.4)

for the conservative equation of the form (6.2).

Theorem 6.4. Let wj’s be positive. Let U
(n)
j be a numerical solution of the scheme (6.3) under the

boundary condition that satisfies the assumption of Lemma 6.3. Then

1
∆t

(
H(n+1) − H(n)

)
≤ 0.
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Theorem 6.5. Let U
(n)
j be a numerical solution of the scheme (6.4) under the boundary condition that

satisfies the assumption of Lemma 6.3. Then

1
∆t

(
H(n+1) − H(n)

)
= 0.

7 Concluding Remarks
We have extended the discrete variational method to nonuniform meshes. Although we have considered

the one and the two dimensional cases for simplicity, we can also derive the conservative/dissipative
schemes in three dimensional cases by transforming the differential operators to

∂

∂x
=

1
J

((
∂y

∂η

∂z

∂ζ
− ∂y

∂ζ

∂z

∂η

)
∂

∂ξ
+

(
∂y

∂ζ

∂z

∂ξ
− ∂y

∂ξ

∂z

∂ζ

)
∂

∂η
+

(
∂y

∂ξ

∂z

∂η
− ∂y

∂η

∂z

∂ξ

)
∂

∂ζ

)
and so on. In particular in the two dimensional case, it is remarkable that our method is capable of
deriving conservative/dissipative, and therefore stable, schemes on various domains such as the annular
domain. In fact our scheme for the Cahn–Hilliard equation is far more stable than the naive scheme.

Our extension is based on the mapping method. In order to employ this method, we have shown that
the fact that “the conservation/dissipation properties are obtained from the variational structure” is
retained after the change of coordinates. If we can get the similar result in the space-time, it brings in
a possibility of the extension to moving meshes; this is included in the future works.

References
[1] P. B. Bochev and J. M. Hyman, Principles of mimetic discretizations of differential operators, the

IMA Volumes in Mathematics and Its Applications, 142 (2006), 89–119.
[2] S. M. Choo, S. K. Chung and Y. J. Lee, A conservative difference scheme for the viscous Cahn–

Hilliard equation with a nonconstant gradient energy coefficient. Appl. Numer. Math., 51 (2004),
207–219.

[3] D. Furihata, Finite difference schemes for equation ∂u
∂t =

(
∂
∂x

)α δG
δu that inherit energy conservation

or dissipation property. J. Comput. Phys., 156 (1999), 181–205.
[4] D. Furihata, A stable and conservative finite difference scheme for the Cahn–Hilliard equation.

Numer. Math., 87 (2001), 675–699.
[5] D. Furihata, Finite difference schemes for nonlinear wave equation that inherit energy conservation

property. J. Comput. Appl. Math., 134 (2001), 35–57.
[6] A. Kitson, R. I. McLachlan and N. Robidoux, Skew-adjoint finite difference methods on nonuniform

grids, New Zealand Journal of Mathematics, 32 (2003), 139–159.
[7] H.-O. Kreiss and G. Scherer, Finite element and finite difference methods for hyperbolic partial

differential equations. In: C. de Boor, Editor, Mathematical Aspects of Finite Elements in Partial
Differential Equations, Academic Press, New York (1974), 195–211.

[8] T. Matsuo, New conservative schemes with discrete variational derivatives for nonlinear wave equa-
tions. J. Comput. Appl. Math., 203 (2007), 32–56.

[9] T. Matsuo, Dissipative/conservative Galerkin method using discrete partial derivative for nonlinear
evolution equations. J. Comput. Appl. Math., 218 (2008), 506–521.

[10] T. Matsuo and D. Furihata, Dissipative or conservative finite difference schemes for complex-valued
nonlinear partial differential equations. J. Comput. Phys., 171 (2001), 425–447.

[11] T. Matsuo, M. Sugihara, D. Furihata and M. Mori, Spatially accurate dissipative or conservative
finite difference schemes derived by the discrete variational method. Japan J. Indust. Appl. Math.,
19 (2002), 311–330.

[12] M. Shashkov, Conservative finite-difference methods on general grids, CRC Press, Boca Raton, FL,
1996.

49



[13] N. J. Zabusky and M. D. Kruskal, Interaction of “Solitons” in a collisionless plasma and the recur-
rence of initial states, Phys. Rev. Lett., 15 (1965), 240–243.

50


