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Abstract

In combinatorial studies of the Kronecker form of matrix pencils, two

linear-algebraic characteristics have been featured: degrees of subdetermi-

nants and ranks of expanded matrices. This paper shows the Legendre dual-

ity between the two and their combinatorial counterparts for matroid pencils,

which serve as upper bounds on the corresponding linear-algebraic quanti-

ties. Tightness of one of the combinatorial bounds is shown to be equivalent

to that of the other. A sufficient condition for the tightness is given, and

its application to electric networks is indicated. Furthermore, the proposed

approach is extended to mixed matrix pencils.

Key words: combinatorial matrix theory, matrix pencil, Kronecker canonical form,
matroid, valuated matroid, convexity, Legendre transformation
AMS subject classifications: 15A22, 05C50, 52B40

1 Introduction

A matrix pencil, i.e., a polynomial matrix of the formsA+B with an indeterminate
variables, is a fundamental linear-algebraic concept used in many application areas
including electric network theory, control theory, and numerical analysis. A matrix
pencil can be brought to a block-diagonal canonical form, known as the Kronecker
form [6].

Besides numerical methods [1, 2, 3, 24, 25] to compute the Kronecker form, a
number of combinatorial methods have been proposed [8, 10, 11, 12, 13, 16, 18, 19]
to determine the structural indices, in particular, the indices of nilpotency, in the
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Kronecker form. The combinatorial methods share a common feature that, under
certain genericity assumptions on the matricesA andB, the structural indices are
expressed in terms of combinatorial objects, like matchings and linkings.

Technically, however, two different approaches can be distinguished in com-
binatorial methods. The first approach, initiated by Murota [16] and pursued by
[8, 10, 13, 18, 19], uses maximum degrees of subdeterminants of specified or-
ders, denotedδk in this paper. Combinatorial properties inherent in the degrees
of subdeterminants are discussed in terms of valuated bimatroids in [17] and [19,
Chapter 5]; see Section 3.2 for valuated bimatroids. The second approach, initiated
by Iwata–Shimizu [11] and pursued by [12], uses ranks of the expanded matrices,
denotedθk in this paper. As a combinatorial abstraction along this approach, Iwata
[9] studies a pair of linking systems [23] (or bimatroids [14]) under the name of
matroid pencils. In particular, a combinatorial counterpart ofθk is introduced for
matroid pencils; see Section 4.1. The two characteristics,δk andθk, have so far
been considered rather independently, and no explicit statement about their rela-
tionship has been made in the literature.

This paper is to shed a new light on combinatorial studies of matrix pencils by
featuring the discrete Legendre transformation as a methodological pivot. While
technical issues are detailed in Remark 2.1 in Section 2.2, the fundamental con-
struction of the discrete Legendre transformation is as follows. For an integer se-
quence (αk) in general, the discrete Legendre (concave) transform of (αk) is another
integer sequence (βk) defined byβk = min

`
(α` − k`), which isconcavein the sense

thatβk−1 + βk+1 ≤ 2βk for all k. The discrete Legendre (convex) transform of (βk)
is a sequence (γk) given byγk = max

`
(β` + k`), which isconvexin the sense that

γk−1 + γk+1 ≥ 2γk for all k. If (αk) is convex, then (γk) coincides with (αk). There-
fore, the discrete Legendre transformation establishes a one-to-one correspondence
between convex and concave integer sequences.

In this paper we start with an easy observation that (δ0, δ1, δ2, · · · ) and (θ0, θ1, θ2, · · · )
for a matrix pencil are mutually dual sequences with respect to the discrete Legen-
dre transformation (see Proposition 2.2 for a precise statement). By introducing a
combinatorial counterpart ofδk for matroid pencils in addition to the combinatorial
counterpart ofθk considered in [9], we extend this Legendre duality to a matroid
pencil. For a given matrix pencilsA+ B, we may associate a matroid pencil in
a natural way, andδk andθk for sA+ B are upper-bounded by their combinato-
rial counterparts, say,̂δk andθ̂k for the associated matroid pencil. It is shown that
δ̂k = δk for all k if and only if θ̂k = θk for all k (cf. Theorem 5.4), and that this is the
case ifA or B is a generic matrix (cf. Theorem 5.5). For a generic matrix pencil, of
which bothA andB are generic,̂δk is obviously tight for allk (see, e.g., [19, The-
orem 6.2.2]), and hence we can derive the tightness ofθ̂k, established in [11], as
an immediate corollary of our result. Our result also has a significant implication
in combinatorial methods [7, 22] for electric networks. The Legendre duality is
extended to the combinatorial bounds for mixed matrix pencils, providing a novel
insight into the methods of Murota [18] and Iwata–Takamatsu [12].
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This paper is organized as follows. Section 2 describes the Kronecker form of
matrix pencils, and Section 3 explains matroid-theoretic concepts such as bima-
troids and valuated bimatroids as preliminaries. Sections 4 and 5 present the main
ideas of this paper, the former dealing with the combinatorial analogues ofδk and
θk for matroid pencils and the latter discussing the relationship between the linear-
algebraic quantities and their combinatorial counterparts. Section 6 indicates a
possible application to electric networks. Section 7 describes the existing meth-
ods for mixed matrix pencils, and Section 8 shows the extension of the Legendre
duality approach to mixed matrix pencils.

2 Matrix Pencils

Let D(s) = sA+ B be amatrix pencil, which means thatA and B are constant
matrices of the same size, ands is an indeterminate variable. We assume thatD(s)
is anm× n matrix of rankr. A matrix pencilD(s) = sA+ B is said to beregular if
it is square and detD(s) is a nonvanishing polynomial ins; it is strictly regular if
bothA andB are nonsingular.

2.1 Kronecker canonical form

A matrix pencil can be brought to a canonical block-diagonal form, known as the
Kronecker form, through a strict equivalence transformation, i.e., a transformation
UD(s)V with constant nonsingular matricesU andV.

For positive integersρ andµ, we define aρ× ρmatrix Kρ(s) and aµ× µmatrix
Nµ(s) as

Kρ(s) =



s 1 0 · · · 0

0 s 1
. . .

...
...
. . .

. . .
. . . 0

...
. . . s 1

0 · · · · · · 0 s


, Nµ(s) =



1 s 0 · · · 0

0 1 s
. . .

...
...
. . .

. . .
. . . 0

...
. . . 1 s

0 · · · · · · 0 1


.

For a positive integerε, we define anε × (ε + 1) matrixLε(s) as

Lε(s) =


s 1 0 · · · 0

0 s 1
. . .

...
...
. . .

. . .
. . . 0

0 · · · 0 s 1

 ,
and, for a positive integerη, we define an (η+1)×ηmatrixUη(s) to be the transpose
of Lη(s).

The following is the theorem for the Kronecker form. See [6, Chapter XII] and
[19, Chapter 5] for proofs.
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Theorem 2.1(Kronecker, Weierstrass). For a matrix pencil D(s) there exist non-

singular constant matrices U and V such that

UD(s)V = block-diag (Hν; Kρ1(s), · · · ,Kρc(s); Nµ1(s), · · · ,Nµd(s);

Lε1(s), · · · , Lεp(s); Uη1(s), · · · ,Uηq(s)), (1)

whereρ1 ≥ · · · ≥ ρc ≥ 1, µ1 ≥ · · · ≥ µd ≥ 1, ε1 ≥ · · · ≥ εp ≥ 1, η1 ≥ · · · ≥ ηq ≥ 1,

and Hν is a strictly regular matrix pencil of sizeν. The numbers c, d, p, q,ν,

ρ1, . . . , ρc, µ1, . . . , µd, ε1, . . . , εp, η1, . . . , ηq, are uniquely determined.

In this paper we are particularly interested inµ1, . . . , µd, which we call the
indices of nilpotency. Note thatρi for sA+B is equal toµi for sB+A and hence all
the arguments of this paper, developed forµi , translate to those forρi .

2.2 Characterizations of the indices

In combinatorial studies of the Kronecker canonical form, two different character-
izations of the indices of nilpotencyµi have been employed. They are described
here with an observation about their relationship.

For k = 0,1,2, · · · we denote byδk the highest degree ins of a minor (subde-
terminant) of orderk of D(s) = sA+ B:

δk = δk(sA+ B) = max{degs detD[X,Y] | |X| = |Y| = k}, (2)

whereD[X,Y] denotes the submatrix ofD with row setX and column setY; we
putδ0 = 0, andδk = −∞ for k > r or k < 0. It holds that

δk = k−
d∑

i=r−k+1

µi (0 ≤ k ≤ r). (3)

In particular,δk = k if 0 ≤ k ≤ r − d. The identity (3), characterizingµi in terms
of δk, forms the basis of combinatorial studies ofµi via δk initiated by Murota [16]
and pursued by [8, 10, 13, 18, 19]. The sequence (δk) is concave:

δk−1 + δk+1 ≤ 2δk (1 ≤ k ≤ r − 1). (4)

The second characterization ofµi refers to larger matrices, calledexpanded
matrices. For a positive integerk, letΘk be akm× knmatrix defined by

Θk = Θk(sA+ B) =



A O · · · · · · O

B A
. . .

...

O B
. . .

. . . O
...
. . .

. . . A O
O · · · O B A


. (5)

4



We denote the rank ofΘk(sA+ B) by θk = θk(sA+ B), whereθ0 = 0 andθk = −∞
for k < 0. It holds that

θk = kr −
d∑

i=1

min(k, µi) (k ≥ 0). (6)

The sequence ofµi determines the sequence ofθk, and vice versa. The identity
(6), characterizingµi in terms ofθk, forms the basis of combinatorial studies ofµi

via θk initiated by Iwata–Shimizu [11] and pursued by [12]. The sequence (θk) is
convex:

θk−1 + θk+1 ≥ 2θk (k ≥ 1). (7)

The relationship between the two expressions (3) and (6) can be identified as
the discrete Legendre transformation (see Remark 2.1 below). This is an easy
observation, but no explicit statement seems to have been made in the literature of
combinatorial analysis of the Kronecker form.

Proposition 2.2. For δk = δk(sA+ B) andθk = θk(sA+ B) we have

δk = min
`≥0

(θ`+1 − k`) (0 ≤ k ≤ r), (8)

θ`+1 = max
0≤k≤r

(δk + k`) (` ≥ 0). (9)

Proof. Sinceδk is concave andθ` is convex, the two expressions (8) and (9) are

equivalent; see Remark 2.1 below. The latter expression (9) can be verified as

follows. For` ≥ 0 let k̂ = k̂(`) be the minimum indexk such thatµr−k ≥ ` + 1 ≥
µr−k+1, whereµ0 = +∞. Using (3) we obtain

max
k

(δk + k`) = max
k

k(` + 1)−
d∑

i=r−k+1

µi

 = k̂(` + 1)−
d∑

i=r−k̂+1

µi ,

in which
d∑

i=r−k̂+1

µi =

d∑
i=r−k̂+1

min(̀ + 1, µi) =
d∑

i=1

min(̀ + 1, µi) − (r − k̂)(` + 1).

Therefore,

max
k

(δk + k`) = r(` + 1)−
d∑

i=1

min(̀ + 1, µi) = θ`+1,

where the last equality is due to (6). �

Combinatorial (or matroid-theoretic) analogues of the linear-algebraic charac-
teristics above will be considered in Section 4 as the main topic of this paper, and
the relationship between linear-algebraic quantities and combinatorial quantities is
discussed in Section 5 in terms of the Legendre duality. This approach is followed
by an extension to mixed matrix pencils in Section 8.
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Remark 2.1. The discrete Legendre transformation is explained here in a way

suitable for this paper; see [20] for details. A (discrete) functionf : Z→ Z∪{+∞}
is calledconvexif

f (x− 1)+ f (x+ 1) ≥ 2 f (x) for all x ∈ Z.

A functiong : Z→ Z ∪ {−∞} is calledconcaveif

g(y− 1)+ g(y+ 1) ≤ 2g(y) for all y ∈ Z.

For a function f : Z → Z ∪ {+∞} in general, convex or not, the discrete

Legendre (concave) transform off is a functionf ◦ : Z→ Z ∪ {−∞} defined by

f ◦(y) = inf { f (x) − xy | x ∈ Z} (y ∈ Z), (10)

where it is assumed thatf (x) ∈ Z (i.e., finite-valued) for somex ∈ Z. The function

f ◦ is concave. For a functiong : Z → Z ∪ {−∞} in general, the discrete Legendre

(convex) transform ofg is a functiong• : Z→ Z ∪ {+∞} defined by

g•(x) = sup{g(y) + xy | y ∈ Z} (x ∈ Z), (11)

where it is assumed thatg(y) ∈ Z (i.e., finite-valued) for somey ∈ Z. The function

g• is convex. For a convex functionf and a concave functiong we have

( f ◦)• = f , (g•)◦ = g. (12)

Hence the discrete Legendre transformation establishes a one-to-one correspon-

dence between convex and concave integer-valued discrete functions.

An integer sequence (αk) indexed byk ∈ K can be identified with a discrete

function K → Z. Furthermore, it can be identified with ˇα : Z → Z ∪ {+∞} by

definingα̌ = +∞ outsideK, or alternatively, with ˆα : Z → Z ∪ {−∞} by defining

α̂ = −∞ outsideK. In this paper we identify (δ0, δ1, · · · , δr ) with a functiong :

Z → Z ∪ {−∞} by g(k) = δk for k = 0,1, . . . , r, and (θ0, θ1, θ2, · · · ) with f : Z →
Z ∪ {+∞} by f (k) = θk+1 for k ≥ −1. Then, (8) is the form ofg = f ◦ and (9) is

f = g•, whereθ0 = 0 is a tacit understanding.

3 Bimatroids and Valuated Bimatroids

This section introduces basic concepts that we need for the matroid-theoretic con-
structions in this paper.
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3.1 Bimatroids

The concept of bimatroids was introduced first by Schrijver [23] under the name
of linking system, and by Kung [14] under the name of bimatroid.

A bimatroid (or linking system) is a tripleL = (S,T,Λ), whereS andT are
disjoint finite sets, andΛ is a nonempty subset of 2S × 2T such that (L-1)–(L-3)
below are satisfied:

(L-1) If (X,Y) ∈ Λ and x ∈ X, then there existsy ∈ Y such that
(X − x,Y− y) ∈ Λ;

(L-2) If (X,Y) ∈ Λ and y ∈ Y, then there existsx ∈ X such that
(X − x,Y− y) ∈ Λ;

(L-3) If (Xi ,Yi) ∈ Λ (i = 1,2), then there existX ⊆ S andY ⊆ T such
that (X,Y) ∈ Λ, X1 ⊆ X ⊆ X1 ∪ X2, Y2 ⊆ Y ⊆ Y1 ∪ Y2,

whereX − x is a short-hand notation forX \ {x}. We callS the row setandT the
column setof L . A member (X,Y) of Λ is called alinked pair. It follows from
(L-1) and (L-2) that (∅, ∅) ∈ Λ and that|X| = |Y| for any linked pair (X,Y) ∈ Λ. The
maximum size of a linked pair inL is referred to as therank of L . We sometimes
write (X,Y) ∈ L to mean (X,Y) ∈ Λ.

For two bimatroidsL i = (Si ,Ti ,Λi) (i = 1,2), theunion of L1 andL2 is a
bimatroidL1 ∨ L2 = (S1 ∪ S2,T1 ∪ T2,Λ1 ∨ Λ2) with

Λ1 ∨ Λ2 = {(X1 ∪ X2,Y1 ∪ Y2) |
(X1,Y1) ∈ Λ1, (X2,Y2) ∈ Λ2, X1 ∩ X2 = ∅, Y1 ∩ Y2 = ∅}.

It is mentioned thatS1 ∩ S2 , ∅ andT1 ∩ T2 , ∅ in general.

Remark 3.1. A canonical example of a bimatroid arises from a matrix. LetA be

a matrix over a field, with row setS and column setT. DefineΛ to be the family

of all pairs (X,Y) ∈ 2S × 2T such that|X| = |Y| and the corresponding submatrix

A[X,Y] is nonsingular. Then (S,T,Λ) is a bimatroid, which we denote byL (A).

Remark 3.2. Another bimatroid arises from a matrix. LetA be a matrix over a

field, with row setS and column setT. DefineΛ to be the family of all pairs

(X,Y) ∈ 2S × 2T such that|X| = |Y| and the corresponding submatrixA[X,Y] is

term-nonsingular, which means that there exists a one-to-one mappingσ : X→ Y

such that the (i, σ(i))-entry ofA is nonzero for alli ∈ X. In other words, (X,Y) ∈ Λ
if and only if a perfect matching exists betweenX andY in the associated bipartite

graph (S,T; E), whereE = {(i, j) | (i, j)-entry ofA is nonzero}. Then (S,T,Λ) is a

bimatroid, which we denote byG(A). Every linked pair inL (A) is a linked pair in

G(A), which we denote asL (A) ⊆ G(A) by abuse of notation. We haveL (A) =

G(A) if A is a generic matrix, i.e., if the nonzero entries ofA are independent

parameters.
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Remark 3.3. A bimatroid union corresponds roughly to a matrix sum. Consider

C = A+ B, and an expansion of its subdeterminant:

detC[X,Y] =
∑

I⊆X,J⊆Y

±detA[I , J] · detB[X \ I ,Y \ J]. (13)

If detC[X,Y] , 0, there exists a pair (I , J) such that detA[I , J] , 0 and detB[X \
I ,Y \ J] , 0; the converse is also true provided no cancellation occurs among

nonzero terms in the summation. Therefore, every linked pair inL (A + B) is a

linked pair inL (A) ∨ L (B), which we denote as

L (A+ B) ⊆ L (A) ∨ L (B). (14)

In particular we have

rankL (A+ B) ≤ rank (L (A) ∨ L (B)). (15)

Furthermore, we haveL (A + B) = L (A) ∨ L (B) in a situation that guarantees no-

cancellation in (13).

3.2 Valuated bimatroids

As a variant of valuated matroids of Dress–Wenzel [4, 5] the concept of valuated
bimatroids was introduced by Murota [17]; see [19, Chapter 5] for an exposition.

Let (S,T,Λ) be a bimatroid of rankr. A function f : Λ → R is called
a valuated bimatroidif (VB-1) and (VB-2) below hold for any (X,Y) ∈ Λ and
(X′,Y′) ∈ Λ:

(VB-1) For anyx′ ∈ X′ \ X, either (a1) or (b1) (or both) holds, where
(a1) there existsy′ ∈ Y′ \ Y such that

f (X,Y) + f (X′,Y′) ≤ f (X + x′,Y+ y′) + f (X′ − x′,Y′ − y′),
(b1) there existsx ∈ X \ X′ such that

f (X,Y) + f (X′,Y′) ≤ f (X − x+ x′,Y) + f (X′ − x′ + x,Y′).

(VB-2) For anyy ∈ Y \ Y′, either (a2) or (b2) (or both) holds, where
(a2) there existsx ∈ X \ X′ such that

f (X,Y) + f (X′,Y′) ≤ f (X − x,Y− y) + f (X′ + x,Y′ + y),
(b2) there existsy′ ∈ Y′ \ Y such that

f (X,Y) + f (X′,Y′) ≤ f (X,Y− y+ y′) + f (X′,Y′ − y′ + y).

HereX− x, X+ x′ andX− x+ x′ are short-hand notations forX \ {x}, X∪ {x′} and
(X \ {x}) ∪ {x′}, respectively.

For anyp : S→ R andq : T → R, define a functionfpq : Λ→ R by

fpq(X,Y) = f (X,Y) −
∑
x∈X

p(x) −
∑
y∈Y

q(y). (16)
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If f is a valuated bimatroid, thenfpq is also a valuated bimatroid. Denote by
argmaxfpq the set of maximizers offpq.

Proposition 3.1. Let (S,T,Λ) be a bimatroid. A function f: Λ→ R is a valuated

bimatroid if and only ifargmaxfpq forms a bimatroid for every(p,q).

Proof. Since (S,T,Λ) is a bimatroid,B = {X ∪ Y | (S \ X,Y) ∈ Λ} is the basis

family of a matroid. Thenω : B → R defined byω(X ∪ Y) = f (S \ X,Y) is a

valuated matroid if and only iff is a valuated bimatroid [19, Section 5.2.5]. The

assertion forf is a straightforward translation of the corresponding statement for

ω; see [19, Theorem 5.2.26]. �

To consider the maximumf -value over linked pairs (X,Y) of a specified sizek
we define

δk = max{ f (X,Y) | |X| = |Y| = k, (X,Y) ∈ Λ} (0 ≤ k ≤ r). (17)

Proposition 3.2 ([17]; also [19, Theorem 5.2.13]). The sequence(δk) defined by

(17) is concave, i.e.,δk−1 + δk+1 ≤ 2δk for each k with1 ≤ k ≤ r − 1.

A union operation can be defined for valuated bimatroids compatibly with the
bimatroid union. The functionf1 ∨ f2 below is called theunionof f1 and f2.

Proposition 3.3([19, Theorem 5.2.24]). For two valuated bimatroids fi : Λi → R
(i = 1,2), the function f1 ∨ f2 : Λ1 ∨ Λ2→ R defined by

( f1 ∨ f2)(X,Y) = max{ f1(X1,Y1) + f2(X2,Y2) | (X1,Y1) ∈ Λ1, (X2,Y2) ∈ Λ2,

X1 ∪ X2 = X, Y1 ∪ Y2 = Y, X1 ∩ X2 = ∅, Y1 ∩ Y2 = ∅}

for (X,Y) ∈ Λ1 ∨ Λ2 is a valuated bimatroid.

Remark 3.4. A canonical example of a valuated bimatroid arises from a polyno-

mial matrix. LetD(s) be a polynomial matrix in variables with coefficients from

a field, andL (D) = (S,T,Λ) be the associated bimatroid (cf. Remark 3.1). Define

f : Λ→ Z by f (X,Y) = degs detD[X,Y]. Then f is a valuated bimatroid.

4 Valuated Bimatroids Associated with Matroid Pencils

4.1 Matroid pencils

A matroid pencilis a pair of bimatroids having the row/column sets in common,
which was introduced by Iwata [9] as a combinatorial abstraction of matrix pencils.
A matroid pencil (A,B) with A = (S,T,Λ) andB = (S,T,Ξ) is also denoted as
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(S,T;Λ,Ξ), and the rank of (A,B) is defined as the rank ofA ∨ B, to be denoted
by r.

A combinatorial counterpart of the expanded matrixΘk in (5) can be defined
as follows. For a positive integerj, let S j andT j be disjoint copies ofS andT,
respectively. Furthermore, letA j = (S j ,T j ,Λ j) and B j = (S j+1,T j ,Ξ j) be the
copies ofA andB, respectively. For each positive integerk, consider the union

Θk = Θk(A,B) = A1 ∨ B1 ∨ A2 ∨ · · · ∨ Bk−1 ∨ Ak (18)

and denote the rank ofΘk(A,B) by θk = θk(A,B), whereθ0 = 0.

Proposition 4.1([9]). The sequenceθk = θk(A,B) has the following properties.

(i) θk−1 + θk+1 ≥ 2θk for every k≥ 1 (convexity).

(ii) 0 ≤ θk+1 − θk ≤ r for every k≥ 0.

(iii) θk+1 − θk = r for every k≥ r.

Theorem 4.2([9]). For θk = θk(A,B) associated with a matroid pencil(A,B) =

(S,T;Λ,Ξ), we have

θk = max{k|X| + (k− 1)|X̃| | (X,Y) ∈ Λ, (X̃, Ỹ) ∈ Ξ,X ∩ X̃ = ∅,Y∩ Ỹ = ∅}.

4.2 Associated valuated bimatroids

Given a matroid pencil (A,B) = (S,T;Λ,Ξ), we define two functionsf = f(A,B) :
Λ ∨ Ξ→ R andg = g(A,B) : Λ ∨ Ξ→ R by

f (X,Y) = max{|X̂| | (X̂, Ŷ) ∈ Λ, (X \ X̂, Y \ Ŷ) ∈ Ξ, X̂ ⊆ X, Ŷ ⊆ Y}, (19)

g(X,Y) = max{|X̂| | (X̂, Ŷ) ∈ Ξ, (X \ X̂, Y \ Ŷ) ∈ Λ, X̂ ⊆ X, Ŷ ⊆ Y}. (20)

We then have

f (X,Y) ≤ |X|, g(X,Y) ≤ |X|. (21)

It is also noted thatg(A,B)(X,Y) = f(B,A)(X,Y). See Remark 4.1 below for a moti-
vation of the definition (19).

Proposition 4.3. The functions f= f(A,B) and g= g(A,B) associated with a matroid

pencil(A,B) are valuated bimatroids.

Proof. Define a functionf1 : Λ→ R by f1(X,Y) = |X| for (X,Y) ∈ Λ, and another

function f2 : Ξ → R by f2(X,Y) = 0 for (X,Y) ∈ Ξ. Both f1 and f2 are valuated

bimatroids. Moreover, the functionf in (19) coincides with the unionf1 ∨ f2,

which is a valuated bimatroid by Proposition 3.3. The assertion forg follows from

the above argument, sinceg(A,B) = f(B,A). �
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Denote byP the set of matroid pencils (A,B), and byV the set of pairs (f ,g)
of valuated bimatroids that are defined on a common bimatroid and satisfy (21).
Proposition 4.3 shows that a mappingV : P → V can be defined byV : (A,B) 7→
( f(A,B),g(A,B)).

Conversely, suppose that we are given valuated bimatroidsf andg on a com-
mon bimatroid, with row setS and column setT, such that (21) holds for every
linked pair (X,Y). By defining

Λ f = {(X,Y) | f (X,Y) = |X|}, (22)

Ξg = {(X,Y) | g(X,Y) = |X|}, (23)

we obtain a matroid pencil (A,B) = (S,T;Λ f ,Ξg), as shown in Proposition 4.4
below. This means that a mappingP : V → P can be defined byP : ( f ,g) 7→
(S,T;Λ f ,Ξg).

Proposition 4.4. (S,T;Λ f ,Ξg) is a matroid pencil for any( f ,g) ∈ V.

Proof. By (21) and (22),Λ f coincides with the set of maximizers off (X,Y) − |X|,
which is equal, in the notation of (16), tofpq(X,Y) with p(x) = 1 (x ∈ S) and

q(y) = 0 (y ∈ T). Hence (S,T,Λ f ) is a bimatroid by Proposition 3.1. Similarly for

Ξg. �

The following theorem shows thatP ◦ V : P → P is the identity mapping.
This implies, in particular, thatV : P → V is an injection and the representation
of (A,B) ∈ P by ( f ,g) ∈ V is faithful. Note, however, thatV is not necessarily a
surjection; see Remark 4.2.

Theorem 4.5. For a matroid pencil(A,B) = (S,T;Λ,Ξ), we have

Λ f(A,B) = Λ, Ξg(A,B) = Ξ.

Proof. Put f = f(A,B). By the definition of f in (19) we see: f (X,Y) = |X| ⇔
(X,Y) ∈ Λ. On the other hand, the definition ofΛ f in (22) shows: (X,Y) ∈ Λ f ⇔
f (X,Y) = |X|. Hence followsΛ f = Λ. Similarly forΞ. �

Remark 4.1. The function f in (19) is a combinatorial counterpart of the degree

of subdeterminants. Consider a matrix pencilD(s) = sA+ B, and an expansion of

its determinant:

detD[X,Y] =
∑

I⊆X,J⊆Y

±s|I | detA[I , J] · detB[X \ I ,Y \ J]. (24)

If A = L (A) and B = L (B) are the bimatroids associated with the matricesA

andB via nonsingular submatrices (cf., Remark 3.1),f (X,Y) = f b(X,Y) defined
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in (19) for (A,B) = (L (A),L (B)) coincides with the maximum degree of a term

appearing on the right-hand side of (24). IfA = G(A) and B = G(B) are the

bimatroids associated with the matricesA andB via term-nonsingular submatrices

(cf., Remark 3.2),f (X,Y) = f g(X,Y) defined in (19) for (A,B) = (G(A),G(B))

coincides with the maximum degree of a term appearing in the expansion

detD[X,Y] =
∑
σ

∑
I⊆X

±s|I |
∏
i∈I

A[i, σ(i)]
∏
i∈X\I

B[i, σ(i)], (25)

whereσ runs over all one-to-one correspondences betweenX andY. Therefore,

degs detD[X,Y] ≤ f b(X,Y) ≤ f g(X,Y) (26)

in general, and the equality holds if no cancellation occurs among nonzero terms

in the summations. It is mentioned thatf g(X,Y) can be evaluated by solving a

weighted bipartite matching problem, andf b(X,Y) by solving a weighted matroid

union/intersection problem.

Remark 4.2. Not every member ofV corresponds to a member ofP. A necessary

condition for (f ,g) to be contained in the image ofV : P → V is that

f (X,Y) + g(X,Y) ≥ |X| (27)

for all (X,Y). To see this, let (̂X, Ŷ) be a maximizer in (19) withf (X,Y) = |X̂|.
Since (X \ X̂, Y \ Ŷ) ∈ Ξ and (X̂, Ŷ) ∈ Λ, we haveg(X,Y) ≥ |X \ X̂| by (20). Hence

follows (27). It is left for the future to identify necessary and sufficient conditions

for ( f ,g) to lie in the image ofV.

4.3 Indices of nilpotency

Fork = 0,1, . . . , r we define

δk = δk(A,B) = max{ f (X,Y) | |X| = |Y| = k, (X,Y) ∈ Λ ∨ Ξ}, (28)

where f = f(A,B) is defined by (19). This serves as a combinatorial counterpart of
δk(sA+ B) for a matrix pencilsA+ B defined in (2); see Remark 4.1.

Proposition 4.6. The sequenceδk = δk(A,B) is concave, i.e.,δk−1+ δk+1 ≤ 2δk for

each k with1 ≤ k ≤ r − 1.

Proof. Since f is a valuated bimatroid by Proposition 4.3, the assertion follows

from Proposition 3.2. �
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The two sequencesδk andθk associated with a matroid pencil (A,B) are equiv-
alent through the discrete Legendre transformation, which is stated in Theorem 4.7
below. This is a combinatorial counterpart of Proposition 2.2 for a matrix pencil.

Theorem 4.7. For δk = δk(A,B) and θk = θk(A,B) associated with a matroid

pencil(A,B), we have

δk = min
`≥0

(θ`+1 − k`) (0 ≤ k ≤ r), (29)

θ`+1 = max
0≤k≤r

(δk + k`) (` ≥ 0). (30)

Proof. Sinceδk is concave by Proposition 4.6 andθ` is convex by Proposition 4.1,

the two expressions (29) and (30) are equivalent; see Remark 2.1 in Section 2.2.

The latter expression (30) can be verified as follows.

max
k

(δk + k`)

= max
k

max
X,Y
{ f (X,Y) + k` | |X| = |Y| = k, (X,Y) ∈ Λ ∨ Ξ}

= max
X,Y
{ f (X,Y) + `|X| | (X,Y) ∈ Λ ∨ Ξ}

= max{|X̂| + `|X̂ ∪ X̃| | (X̂, Ŷ) ∈ Λ, (X̃, Ỹ) ∈ Ξ, X̂ ∩ X̃ = ∅, Ŷ∩ Ỹ = ∅}
= max{(` + 1)|X̂| + `|X̃| | (X̂, Ŷ) ∈ Λ, (X̃, Ỹ) ∈ Ξ, X̂ ∩ X̃ = ∅, Ŷ∩ Ỹ = ∅}.

This is equal toθ`+1 by Theorem 4.2. �

Proposition 4.1, Proposition 4.6 and Theorem 4.7 imply the existence of some
integersµ1 ≥ · · · ≥ µd ≥ 1, uniquely determined, such that

δk = k−
d∑

i=r−k+1

µi (0 ≤ k ≤ r), (31)

θk = kr −
d∑

i=1

min(k, µi) (k ≥ 0). (32)

The integersµ1, . . . , µd defined above for a matroid pencil (A,B) are the combina-
torial counterpart of the indices of nilpotency for a matrix pencilsA+ B.

5 Combinatorial Bounds and Their Tightness

Let D(s) = sA+ B be a matrix pencil of rankr. We consider a matroid pencil
(L (A),L (B)) defined in terms of nonsingular submatrices ofA andB (cf. Remark
3.1) and denote byf b the associated valuated bimatroid in (19). We also consider
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another matroid pencil (G(A),G(B)) defined in terms of term-nonsingular subma-
trices ofA andB (cf. Remark 3.2) and denote byf g the associated valuated bima-
troid in (19). It is mentioned that “b” and “g” stand for “bimatroid” and “graph,”
respectively.

In general we have

degs detD[X,Y] ≤ f b(X,Y) ≤ f g(X,Y),

as discussed in Remark 4.1, and therefore,

δk(sA+ B) ≤ δb
k (sA+ B) ≤ δg

k (sA+ B), (33)

whereδb
k andδg

k are defined by (28) as

δb
k (sA+ B) = δk(L (A),L (B)), δ

g
k (sA+ B) = δk(G(A),G(B)). (34)

In parallel we define

θ b
k (sA+ B) = θk(L (A),L (B)), θ

g
k (sA+ B) = θk(G(A),G(B)) (35)

to obtain
θk(sA+ B) ≤ θ b

k (sA+ B) ≤ θ g
k (sA+ B). (36)

The inequalities (33) and (36) share a common feature that a linear-algebraic quan-
tity is upper-bounded by combinatorial quantities.

From the general results for matroid pencils we see the following.

Proposition 5.1.

(1) The sequenceδb
k = δ

b
k (sA+ B) (0 ≤ k ≤ r) is concave.

(2) The sequenceδg
k = δ

g
k (sA+ B) (0 ≤ k ≤ r) is concave.

Proof. (1) and (2) are special cases of Proposition 4.6. �

Proposition 5.2.

(1) The sequenceθ b
k = θ

b
k (sA+ B) (k ≥ 0) is convex.

(2) The sequenceθ g
k = θ

g
k (sA+ B) (k ≥ 0) is convex.

Proof. (1) and (2) are special cases of Proposition 4.1. �

Theorem 5.3.

(1) For δb
k = δ

b
k (sA+ B) andθ b

k = θ
b
k (sA+ B) we have

δ b
k = min

`≥0

(
θ b
`+1 − k`

)
(0 ≤ k ≤ r), (37)

θ b
`+1 = max

0≤k≤r

(
δ b

k + k`
)

(` ≥ 0). (38)
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(2) For δg
k = δ

g
k (sA+ B) andθ g

k = θ
g
k (sA+ B) we have

δ
g
k = min

`≥0

(
θ

g
`+1 − k`

)
(0 ≤ k ≤ r), (39)

θ
g
`+1 = max

0≤k≤r

(
δ

g
k + k`

)
(` ≥ 0). (40)

Proof. (1) and (2) are special cases of Theorem 4.7. �

The upper bounds in (33) and (36) are not necessarily tight. For example, for

A =

[
1 1
0 0

]
, B =

[
1 0
1 1

]
, D(s) =

[
s+ 1 s

1 1

]
, (41)

we haveδ2 = 0 whereasδb
2 = δ

g
2 = 1, andθ2 = 2 whereasθ b

2 = θ
g
2 = 3.

Naturally, we are interested in cases where the upper bounds in (33) and (36)
are tight for allk. Let us say that a matrix pencilsA+ B is δb-tight if it satisfies
(42) below, andθ b-tight if it satisfies (43) below:

δk(sA+ B) = δb
k (sA+ B) for all k with 0 ≤ k ≤ r , (42)

θk(sA+ B) = θ b
k (sA+ B) for all k ≥ 0. (43)

Likewise we say that a matrix pencilsA+ B is δg-tight if it satisfies (44) below,
andθ g-tight if it satisfies (45) below:

δk(sA+ B) = δ
g
k (sA+ B) for all k with 0 ≤ k ≤ r , (44)

θk(sA+ B) = θ
g
k (sA+ B) for all k ≥ 0. (45)

Theorem 5.4.

(1) A matrix pencil sA+ B isδb-tight if and only if it isθ b-tight.

(2) A matrix pencil sA+ B isδg-tight if and only if it isθ g-tight.

Proof. By Proposition 2.2 the sequence (δk | k = 0,1, . . . , r) uniquely deter-

mines the sequence (θk | k = 0,1,2, . . .), and vice versa, by the discrete Legen-

dre transformation (8) and (9). The same is true for (δb
k | k = 0,1, . . . , r) and

(θ b
k | k = 0,1,2, . . .) by Theorem 5.3(1). Hence follows the equivalence of (42)

and (43). Similarly for (δg
k | k = 0,1, . . . , r) and (θ g

k | k = 0,1,2, . . .) by Theo-

rem 5.3(2). �

A matrix is called ageneric matrixif its nonzero entries are independent pa-
rameters. Ageneric matrix pencilmeans a pencilsA+ B with generic matricesA
andB, where the independent parameters inA andB are all distinct.

It is well known that (44) holds for a generic matrix pencil; see, e.g., [19, The-
orem 6.2.2]. It is also shown in [11] that (45) holds for a generic matrix pencil. In
other words, a generic matrix pencil is bothδg-tight andθ g-tight. Theorem 5.4(2)
above says that these two properties of a generic matrix pencil are in fact equiva-
lent.

As an application of Theorem 5.4(1) we can show the following.
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Theorem 5.5. A matrix pencil sA+ B with generic A or B isδ b-tight andθ b-tight.

Proof. In the expansion (24) in Remark 4.1, no distinct terms cancel one another by

the assumed genericity ofA or B. Therefore, we have degs detD[X,Y] = f b(X,Y),

which implies (42). Then (43) also holds by Theorem 5.4(1). �

Applications of Theorem 5.5 to electric networks are discussed in the next
section.

Remark 5.1. A generic matrix pencil is obviouslyδg-tight; see, e.g., [19, The-

orem 6.2.2]. Then Theorem 5.4(2) gives an alternative proof of itsθ g-tightness,

which was established in [11] by way of “periodic matching.”

Remark 5.2. We haveδb
k (sA+B) = δg

k (sA+B) for all k with 0 ≤ k ≤ r if and only

if θ b
k (sA+B) = θ g

k (sA+B) for all k ≥ 0. The proof is similar to that of Theorem 5.4.

6 Applications to Electric Networks

6.1 RLC networks

A matrix pencilsA+ B arises from frequency-domain descriptions of electric net-
works. First we consider RLC networks, which, by definition, consist of resistors
(R), inductors (L), and capacitors (C).

As a concrete instance, let us consider the simple RLC network in Fig. 1 with
a current sourceI0. The network can be described in terms of branch currentsiC,
iR, iL and branch voltagesvC, vR, vL as

iC + iR+ iL = I0, vC = vR = vL, iC = sC vC, vR = R iR, vL = sL iL,

where s is a variable to represent the Laplace transformation. Accordingly we
obtain

sA+ B =

iC iR iL vC vR vL

1 1 1
1 −1 0
0 1 −1

−1 0 0 sC 0 0
0 R 0 0 −1 0
0 0 sL 0 0 −1

(46)
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I0(t) C R L V(t)

Figure 1: A simple RLC network

with

A =

0 0 0
0 0 0
0 0 0

0 0 0 C 0 0
0 0 0 0 0 0
0 0 L 0 0 0

, B =

1 1 1
1 −1 0
0 1 −1

−1 0 0 0 0 0
0 R 0 0 −1 0
0 0 0 0 0 −1

. (47)

The matrixA consists of two nonzero entries,C andL, whereas the matrixB com-
prisesR and constant nonzero entries,+1 and−1. If R, L, andC are independent
parameters,A is a generic matrix andB is a mixed matrix (see Section 7.1 for the
definition of a mixed matrix).

In RLC networks in general, we may reasonably assume that the physical char-
acteristics of resistors, inductors, and capacitors are mutually independent parame-
ters. Then the nonzero entries of the matrixA in sA+ B, representing capacitances
and inductances, are independent parameters. This means thatA is a generic ma-
trix, and the assumption of Theorem 5.5 is satisfied. Therefore, the matrix pencil
sA+ B arising from an RLC network as above isδb-tight andθ b-tight.

Moreover, bothL (A) andL (B) are computationally tractable objects. By gener-
icity of A, the bimatroidL (A) is equal toG(A), and hence it can be represented by
bipartite matchings. On the other hand,B is a mixed matrix, and the structure of
L (B) can be represented by independent matchings (or matroid intersection) for a
graphic matroid and a transversal matroid; see [19, Chapter 4] for details.

6.2 Networks containing gyrators and transformers

An ideal element called a gyrator is commonly employed in electric network the-
ory. It is a two-port element, the element characteristic of which is represented
as [

i1
i2

]
=

[
0 g
−g 0

] [
v1

v2

]
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for the current-voltage pairs (i1, v1) and (i2, v2) at the ports. Another common ele-
ment is an ideal transformer with the characteristic given by[

v2

i2

]
=

[
t 0
0 −1/t

] [
v1

i1

]
.

Since the element characteristics of gyrators and transformers are free from
the variables, the matrixA in sA+ B remains generic even when gyrators and
transformers are contained in addition to resistors, inductors, and capacitors. This
means that the matrix pencilsA+ B remainsδb-tight andθ b-tight by Theorem 5.5.

It is worth mentioning in passing that any passive network is known to be
“equivalent” to an RCG network, which is, by definition, a network consisting of
resistors, capacitors, and gyrators (and possibly, sources), although the transforma-
tion to an equivalent RCG network is not always compatible with the independence
of parameters. In RCG networks, the matrixB is no longer a mixed matrix and con-
sequently the representation ofL (B) by independent matchings is no longer valid.

7 Mixed Matrix Pencils

Efficient combinatorial algorithms have been developed for computingδk andθk for
mixed matrix pencils. They are based on combinatorial characterizations that are
similar to, but somewhat different from, those discussed in Section 5. We describe
in this section the methods for mixed matrix pencils developed by Murota [18] and
Iwata–Takamatsu [12], as a preliminary to an extension of the Legendre duality to
be presented in Section 8.

7.1 Mixed matrices and mixed matrix pencils

A matrix A is called amixed matrix[19, 21] if it is a sum of a constant matrixQ
and a generic matrixT:

A = Q+ T. (48)

For instance, the matrixB in (47) is a mixed matrix. It is easy to see thatL (A) =
L (Q) ∨ L (T); see Remark 3.3 and [19, Theorem 4.2.9].

A matrix pencilD(s) = sA+ B is called amixed matrix pencilif A = QA + TA

andB = QB + TB are mixed matrices such that the independent parameters inTA

andTB are all distinct.
For a mixed matrix pencil, the combinatorial bounds discussed in Section 5

can be nontight. That is, it may be thatδk(sA+ B) , δb
k (sA+ B) or θk(sA+ B) ,

θ b
k (sA+ B) in (33) and (36). In fact, (41) is a counterexample withTA = TB = O.

In contrast, the bounds are tight ifQA = O or QB = O by Theorem 5.5.
For a mixed matrix pencilD(s) = sA+ B it is convenient to use an expression

D(s) = Q(s) + T(s) (49)
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with
Q(s) = sQA + QB, T(s) = sTA + TB. (50)

This is the splitting ofD(s) into the constant-coefficient partQ(s) and the generic-
coefficient partT(s).

7.2 Characterization ofδk

We first considerδk(sA+ B). It follows from the expansion

detD[X,Y] =
∑
|I |=|J|
±detQ[I , J] · detT[X \ I ,Y \ J]

that

degs detD[X,Y] ≤ max
|I |=|J|
{degs detQ[I , J] + degs detT[X \ I ,Y \ J]}, (51)

where the inequality is in fact an equality by virtue of the genericity ofT. This
identity, observed first in [15, Proposition 5.3], can be formulated in terms of val-
uated bimatroids defined by

fD(X,Y) = degs detD[X,Y] ( (X,Y) ∈ L (D(s)) ), (52)

fQ(X,Y) = degs detQ[X,Y] ( (X,Y) ∈ L (Q(s)) ), (53)

fT(X,Y) = degs detT[X,Y] ( (X,Y) ∈ L (T(s)) ) (54)

as follows.

Theorem 7.1([19, Theorem 6.2.4]). For a mixed matrix pencil D(s) = Q(s)+T(s),

we have

fD = fQ ∨ fT ,

where∨ means the union of valuated bimatroids.

The function fT associated withT(s) = sTA + TB admits a further decompo-
sition fT = fT1 ∨ fT0 with valuated bimatroidsfT1 and fT0 on L (TA) andL (TB)
defined by

fT1(X,Y) = |X|, fT0(X,Y) = 0. (55)

In other words, we havefT = f(L (TA),L (TB)), where the right-hand side means the
function in (19) associated with the matroid pencil (L (TA),L (TB)).

We now define

δmk (sA+ B)

= max{( fQ ∨ fT1 ∨ fT0)(Z,W) | |Z| = k, (Z,W) ∈ L (Q(s)) ∨ L (TA) ∨ L (TB)}
(56)

= max{degs detQ[I , J] + |X| | |I | + |X| + |X̃| = k, (I ,X, X̃; J,Y, Ỹ) ∈ L∨},
(57)
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where “m” inδmk stands for “mixed” andL∨ denotes the set of tuples (I ,X, X̃; J,Y, Ỹ)
such that

(I , J) ∈ L (Q(s)), (X,Y) ∈ L (TA), (X̃, Ỹ) ∈ L (TB)

I ∩ X = I ∩ X̃ = X ∩ X̃ = ∅, J ∩ Y = J ∩ Ỹ = Y∩ Ỹ = ∅.

It then follows from (51) that

δk(sA+ B) ≤ δmk (sA+ B) (58)

for a matrix pencilsA+ B represented as (49) with (50), irrespective of the gener-
icity of theT-part. For a mixed matrix pencil the bound is tight indeed.

Theorem 7.2([18]). For a mixed matrix pencil, we have equality in(58).

An efficient algorithm for mixed matrix pencils is designed in [18] that com-
putesδk(sA+ B) on the basis of Theorem 7.2. The functionfQ can be com-
puted as the degree of a subdeterminant of the constant-coefficient matrix pencil
Q(s) = sQA + QB; see, e.g., [8, 16] (and references therein) for algorithms. The
function fT = fT1 ∨ fT0 can be evaluated by solving a weighted bipartite matching
problem. Finally, the union offQ and fT can be computed by the valuated matroid
intersection algorithm. See [18, 19] for details.

7.3 Characterization ofθk

Next we turn toθk(sA+ B). Recall the definitions of expanded matrixΘk(sA+ B)
in (5) and its bimatroid versionΘk(A,B) in (18). It follows from the expression

sA+ B = (sQA + QB) + (sTA + TB)

and the inequality (15) in Remark 3.3 that

θk(sA+ B) = rankΘk(sA+ B)

= rank (Θk(sQA + QB) + Θk(sTA + TB))

≤ rank (L (Θk(sQA + QB)) ∨ L (Θk(sTA + TB))) , (59)

which is true, irrespective of the genericity of theT-part.
To obtain a more tractable expression by taking advantage of the genericity, we

replace the second termL (Θk(sTA+TB)) byΘk(L (TA),L (TB)). This yields another
upper bound, sinceL (Θk(sTA + TB)) ⊆ Θk(L (TA),L (TB)) in the notation (14) in
Remark 3.3. By defining

θmk (sA+ B) = rank (L (Θk(sQA + QB)) ∨ Θk(L (TA),L (TB))) , (60)

we thus arrive at another combinatorial upper bound

θk(sA+ B) ≤ θmk (sA+ B). (61)
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It is noted in this connection thatL (Θk(sTA + TB)) andΘk(L (TA),L (TB)) are dif-
ferent in general, but they share the same rank [11].

It is shown by Iwata–Takamatsu [12] that the upper bound in (61) is indeed
tight for mixed matrix pencils.

Theorem 7.3([12]). For a mixed matrix pencil, we have equality in(61).

Proof. This is a reformulation of Theorem 6.2 in [12]. The right-hand side of (60)

coincides with the optimal value of the independent matching problem IMP(Θk(D))

considered in [12]. This is explained in Appendix A. �

An efficient algorithm for mixed matrix pencils is constructed in [12] that
computesθk(sA+ B) on the basis of Theorem 7.3. BothL (Θk(sQA + QB)) and
Θk(L (TA),L (TB)) are computationally tractable objects; the former is represented
by a constant matrix, of sizekm× kn, and the latter by an unweighted bipartite
matching problem. Then the combination of the two components is carried out by
the (unweighted) matroid intersection (or union) algorithm. See [12] for details.

Remark 7.1. We may be tempted to replaceL (Θk(sQA + QB)) in (61) with

Θk(L (QA),L (QB)). SinceL (Θk(sQA + QB)) ⊆ Θk(L (QA),L (QB)), we obtain

θk(sA+ B) ≤ rank (Θk(L (QA),L (QB)) ∨ Θk(L (TA),L (TB)))

= rank (Θk(L (QA) ∨ L (TA),L (QB) ∨ L (TB))) (62)

as a third upper bound. This bound is also derived from (36) as follow:

θk(sA+ B) ≤ θk(L (A),L (B))

= rank (Θk(L (A),L (B)))

≤ rank (Θk(L (QA) ∨ L (TA),L (QB) ∨ L (TB))) ,

whereL (A) ⊆ L (QA)∨ L (TA) andL (B) ⊆ L (QB)∨ L (TB) are used. Unfortunately,

however, the upper bound (62) is not tight for mixed matrix pencils, as is seen for

the mixed matrix pencilD(s) in (41) with TA = TB = O.

8 Bounds for Formal Mixed Matrix Pencils

8.1 Mixed-type bounds and their tightness

We have seen that the inequalities (58) and (61) are valid for a matrix pencilD(s)
expressed as

D(s) = sA+ B = (sQA + QB) + (sTA + TB) = Q(s) + T(s). (63)
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The genericity of theT-part is a sufficient condition for (58) and (61) to hold with
equalities, but it is not a necessary condition.

We refer to a matrix pencil as aformal mixed matrix pencilif it is represented
as (63), where the genericity of theT-part is not assumed. To be precise, a formal
mixed matrix pencil does not mean a matrix pencil itself, but it denotes a represen-
tationQ(s) + T(s) with two matrix pencilsQ(s) andT(s). For example, both[

s+ 1 s
1 α

]
=

[
s s
1 0

]
+

[
1 0
0 α

]
and [

s+ 1 s
1 α

]
=

[
s+ 1 0

0 0

]
+

[
0 s
1 α

]
are formal mixed matrix pencils, and we distinguish between the two.

For a formal mixed matrix pencil we defineδmk (sA+B) by (57) andθmk (sA+B)
by (60), i.e.,

δmk (sA+ B) = max{degs detQ[I , J] + |X| |
|I | + |X| + |X̃| = k, (I ,X, X̃; J,Y, Ỹ) ∈ L∨}, (64)

θmk (sA+ B) = rank (L (Θk(sQA + QB)) ∨ Θk(L (TA),L (TB))) (65)

with reference to its representation (63). Then we have

δk(sA+ B) ≤ δmk (sA+ B), (66)

θk(sA+ B) ≤ θmk (sA+ B). (67)

The meanings ofδmk andθmk can be rephrased as follows. For a formal mixed
matrix pencilD(s) = Q(s) + T(s) we consider a (genuine) mixed matrix pencil
D̃(s) = Q(s) + T̃(s) by changing the nonzero coefficients ofT(s) to independent
parameters; see Example 8.1 below for a concrete example. Then we have

δmk (D) = δmk (D̃) = δk(D̃), (68)

θmk (D) = θmk (D̃) = θk(D̃), (69)

where the first equalities in (68) and (69) are obvious from the definitions, and the
second equalities are due to Theorems 7.2 and 7.3, respectively.

Example 8.1. Consider a formal mixed matrix pencil

D(s) =

 αs+ 1 βs

β s

 =  1 0

0 s

 +  αs βs

β 0


with α andβ being independent parameters. By changingβs to γs with a new

parameterγ, we obtain a (genuine) mixed matrix pencil

D̃(s) =

 αs+ 1 γs

β s

 =  1 0

0 s

 +  αs γs

β 0

 .
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Then we haveδmk (D) = δmk (D̃) by the definition (64), andδmk (D̃) = δk(D̃) by Theo-

rem 7.2. To explainθmk we choosek = 3 to obtain

θm3 (D) = θm3 (D̃) = rank



α1 γ1

0 1

1 0 α2 γ2

β1 0 0 1

1 0 α3 γ3

β2 0 0 1


by the definition (65), whereα1, α2, α3, β1, β2, γ1, γ2, γ3 are independent parame-

ters. On the other hand,θm3 (D̃) = θ3(D̃) by Theorem 7.3.

Proposition 8.1. The sequenceδmk = δ
m
k (sA+B) is concave, i.e.,δmk−1+δ

m
k+1 ≤ 2δmk

for each k with1 ≤ k ≤ r − 1.

Proof. Let D̃(s) be the mixed matrix pencil associated withD(s) = sA+ B. The

concavity ofδmk (D) follows fromδmk (D) = δk(D̃) in (68) and the concavity ofδk(D̃)

in (4). �

Proposition 8.2. The sequenceθmk = θ
m
k (sA+ B) is convex, i.e.,θmk−1 + θ

m
k+1 ≥ 2θmk

for every k≥ 1.

Proof. Let D̃(s) be the mixed matrix pencil associated withD(s) = sA+ B. The

convexity ofθmk (D) follows fromθmk (D) = θk(D̃) in (69) and the convexity ofθk(D̃)

in (7). �

Theorem 8.3. For δmk = δ
m
k (sA+B) andθmk = θ

m
k (sA+B) associated with a formal

mixed matrix pencil sA+ B in (63), we have

δmk = min
`≥0

(
θm`+1 − k`

)
(0 ≤ k ≤ r), (70)

θm`+1 = max
0≤k≤r

(
δmk + k`

)
(` ≥ 0). (71)

Proof. Let D̃(s) be the mixed matrix pencil associated withD(s) = sA+ B. Then

the assertions follow fromδmk (D) = δk(D̃) in (68), θm`+1(D) = θ`+1(D̃) in (69), and

the Legendre duality betweenδk(D̃) andθ`+1(D̃) given in Proposition 2.2. �

Let us say that a formal mixed matrix pencilsA+ B in (63) is δm-tight if it
satisfies (72) below, andθm-tight if it satisfies (73) below:

δk(sA+ B) = δmk (sA+ B) for all k with 0 ≤ k ≤ r , (72)

θk(sA+ B) = θmk (sA+ B) for all k ≥ 0. (73)
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Theorem 8.4. A formal mixed matrix pencil sA+ B in (63) is δm-tight if and only

if it is θm-tight.

Proof. By Proposition 2.2 the sequence (δk) uniquely determines the sequence (θk),

and vice versa, through the discrete Legendre transformation (8) and (9) . The

same is true for (δmk ) and (θmk ) by (70) and (71) in Theorem 8.3. Hence follows the

equivalence of (72) and (73). �

A mixed matrix pencil isδm-tight by Theorem 7.2 andθm-tight by Theorem 7.3.
Theorem 8.4 above shows that these two statements are equivalent. It may be
emphasized that, by considering formal mixed matrix pencils without involving
the assumption of genericity, we can reveal the essence in the relationship between
δmk andθmk .

Remark 8.1. Alternative proofs of Propositions 8.1 and 8.2 and Theorem 8.3 are

mentioned here. Sincef = fQ ∨ fT1 ∨ fT0 in (56) is a valuated bimatroid by

Proposition 3.3, Proposition 3.2 shows the concavity ofδmk claimed in Proposi-

tion 8.1. The identity (71) can be proved by slightly modifying the arguments in

[12], which is explained in Appendix A. The other identity (70) follows from (71);

see Remark 2.1 in Section 2.2. Convexity ofθmk , claimed in Proposition 8.2, also

follows from (71).

9 Conclusion

We may summarize the results of this paper as follows:

linear algebra matroid graph
δk(D) ≤ δb

k (D) ≤ δ
g
k (D)

m l m l m
θk(D) ≤ θ b

k (D) ≤ θ
g
k (D)

Herem denotes the duality with respect to the discrete Legendre transformation. If
any one of the inequalities above is tight for allk, then the corresponding inequality,
indicated byl, is also tight for allk. A similar diagram holds for formal mixed
matrices:

linear algebra valuated matroid
δk(D) ≤ δmk (D)
m l m
θk(D) ≤ θmk (D)

It is hoped that the Legendre duality as well as its consequences discussed in this
paper sheds a new light on the combinatorial study of matrix pencils.
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A Proof of the identity (71) in Theorem 8.3

We give an alternative proof to the identity (71) in Theorem 8.3. Instead of using
the statement of Theorem 7.3, we extract essential ingredients from the proof of
Theorem 7.3 in [12] and make some additional observations. In so doing we intend
to understand the combinatorial essence in the proof of Theorem 7.3.

To be specific, we prove

θmk = max
0≤`≤r

(
δm` + (k− 1)̀

)
(k ≥ 1), (A.1)

which is equivalent to (71) in Theorem 8.3. The proof consists of three stages: (i)
to reduce the proof to the layered case, where the nonzero rows ofQ(s) andT(s) in
the formal mixed matrix pencilD(s) = Q(s) + T(s) are disjoint, (ii) to confirm that
a combinatorial identity established in [12] for mixed matrix pencils remains valid
for formal mixed matrix pencils, and (iii) to translate that identity to the discrete
Legendre transformation in (A.1).

A.1 Reduction to the layered case

A layered mixed matrix pencil(or anLM-matrix pencil) is defined to be a mixed
matrix pencil such that theQ-part and theT-part have disjoint nonzero rows. A
formal LM-matrix pencilis defined similarly.

Let DM(s) = s(QA + TA) + (QB + TB) be anm× n formal mixed matrix pencil
of rankr. We associate a (2m) × (m+ n) formal LM-matrix pencil

D(s) =

[
Q(s)
T(s)

]
= s

[
Im QA

−Im TA

]
+

[
O QB

O TB

]
=

[
sIm sQA + QB

−sIm sTA + TB

]
, (A.2)

the rank of which is equal tom+ r. As proved below, we have

δmk (D) =

{
k (0 ≤ k ≤ m),
δmk−m(DM) +m (m≤ k ≤ m+ r),

(A.3)

θmk (D) = θmk (DM) + km. (A.4)

With these formulas we can derive (A.1) forDM from (A.1) for D as follows:

max
0≤`≤r

(
δm` (DM) + (k− 1)̀

)
= max

0≤`≤r

(
δm`+m(D) −m+ (k− 1)̀

)
= max

m≤`≤m+r

(
δm` (D) + (k− 1)̀

)
− km= max

0≤`≤m+r

(
δm` (D) + (k− 1)̀

)
− km

= θmk (D) − km= θmk (DM),

where it is noted thatδm` (D) + (k− 1)̀ is increasing iǹ for 0 ≤ ` ≤ m.
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A.1.1 Proof of (A.3) for δmk :

We denote the row set ofDM(s) by R and the column set byC. LettingRQ andRT

be copies ofR, we denote the row set ofD(s) asRQ ∪ RT and the column set as
R∪C.

Obviously,δmk (D) = k for 0 ≤ k ≤ m. Consider the expression (56) ofδmk (D)
for D(s) in (A.2), where fQ, fT1, and fT0 are valuated bimatroids associated with
[sIm sQA + QB], [−sIm sTA], and [O TB] by (53) and (55). Fork = m, the
maximum on the right-hand side of (56) forD(s) is attained by (Z,W) = (RQ,R).
For k ≥ m we may restrict ourselves to (Z,W) ∈ L (D(s)) with Z ⊇ RQ andW ⊇ R
by [17, Theorem 2] (see also [19, Theorem 5.2.12]). This means thatZ = RQ ∪
I Q∪XQ∪ X̃Q andW = R∪J∪Y∪Ỹ for some (I , J) ∈ L (sQA+QB), (X,Y) ∈ L (TA),
and (X̃, Ỹ) ∈ L (TB) with I ∩X = I ∩ X̃ = X∩ X̃ = ∅ andJ∩Y = J∩ Ỹ = Y∩ Ỹ = ∅,
whereI ,X, X̃ ⊆ R and their copies inRQ are denoted asI Q,XQ, X̃Q. Then we have

( fQ ∨ fT1 ∨ fT0)(Z,W) = m+ degs det((sQA + QB)[I , J]) + |X|,

where|I | + |X| + |X̃| = k−msince|Z| = k and|RQ| = m. Taking the maximum over
all (Z,W) we obtainδmk (D) = δmk−m(DM) +m.

A.1.2 Proof of (A.4) for θmk :

ConsiderΘk(D) andΘk(DM). Fork = 3, e.g., we have

Θ3(D) =



Im O O QA O O
O Im O QB QA O
O O Im O QB QA

−Im O O TA O O
O −Im O TB TA O
O O −Im O TB TA


, Θ3(DM) =



QA O O
QB QA O
O QB QA

TA O O
TB TA O
O TB TA


,

where the rows are permuted. To consider the rank ofΘk(D) we may restrict our-
selves to submatrices that contain the identity matrix of orderkm in the upper-left
position. Then we can see the relation (A.4) easily from the definition ofθmk .

Remark A.1. Alternative proofs of (A.3) and (A.4) are given here. First note their

linear algebraic counterparts:

δk(D) =

 k (0 ≤ k ≤ m),

δk−m(DM) +m (m≤ k ≤ m+ r),
(A.5)

θk(D) = θk(DM) + km, (A.6)

which can be proved easily by elimination arguments. By (68) and (69) we have

δmk (D) = δk(D̃) andθmk (D) = θk(D̃) for the LM-matrix pencilD̃(s) associated with

D(s), and alsoδmk (DM) = δk(D̃M) and θmk (DM) = θk(D̃M) for the mixed matrix
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pencilD̃M(s) associated withDM(s). By applying (A.5) and (A.6) tõD andD̃M we

obtain (A.3) and (A.4).

Remark A.2. The definition ofD(s) here is different from that in [12, (4.1)], where

the lower-left Im is modified to a diagonal matrix with independent parameters.

This modification to a generic diagonal matrix is a standard technique in mixed

matrix theory, necessary to obtain an LM-matrix pencil. But this does not seem ad-

equate in discussing formal LM-matrix pencils. With this modification the relation

in (A.5) is no longer true. For instance, for

DM(s) =

 αs+ 1 s

α 1

 =  1 s

0 1

 +  αs 0

α 0


with an independent parameterα, we haveδ2(DM) = 0, whereas

det


s 1 s

s 0 1

−s αs 0

−s α 0

 = s2, det


s 1 s

s 0 1

−t1s αs 0

−t2s α 0

 = s2(α(t2 − t1)s+ t1t2)

with δ4 = 2 andδ4 = 3, respectively.

A.2 A combinatorial identity

We basically follow the notation in [12], except that we denotesQA + QB and
sTA + TB instead ofsXQ + YQ andsXT + YT in [12].

Four combinatorial optimization problems are defined in [12] for an LM-matrix

pencilD(s) =

[
Q(s)

T(s)

]
and a positive integerk:

• IMP(Θk(D)): an independent matching problem (maximization),

• DIMP(Θk(D)): the dual of IMP(Θk(D)) (minimization),

• VIAPk(D): a valuated independent assignment problem (maximization),

• DVIAPk(D): the dual of VIAPk(D) (minimization),

where VIAPk(D) and DVIAPk(D) designate VIAP(D) and DVIAP(D) in [12], re-
spectively; showing the dependence onk explicitly. It is shown in [12] that

opt (VIAPk(D)) = opt (IMP(Θk(D))) = opt (DIMP(Θk(D))) = opt (DVIAPk(D)),
(A.7)

where opt (·) denotes the optimal value of an optimization problem.
These optimization problems, defined without reference to the genericity of the

T-part, can be considered also for a formal LM-matrix pencil; the details are given
in Section A.3. Moreover, the relation (A.7) is maintained, as follows.
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Lemma A.1 (cf. [12, Lemma 6.4]). For a formal LM-matrix pencil D(s) we have

opt (VIAPk(D)) ≤ opt (IMP(Θk(D))).

Proof. The proof of [12, Lemma 6.4], stated for an LM-matrix pencil, works for a

formal LM-matrix pencil. �

Lemma A.2 (cf. [12, Lemma 6.5]). For a formal LM-matrix pencil D(s) we have

opt (DIMP(Θk(D))) ≤ opt (DVIAPk(D)).

Proof. The proof of [12, Lemma 6.5], stated for an LM-matrix pencil, works for a

formal LM-matrix pencil. �

In addition to the key facts given in Lemmas A.1 and A.2, which are specific to
our problem, we know two general principles, the weak duality for the independent
matching problem:

opt (IMP(Θk(D))) ≤ opt (DIMP(Θk(D)))

and the strong duality [19, Theorem 5.2.39] for the valuated independent assign-
ment problem:

opt (VIAPk(D)) = opt (DVIAPk(D)).

Combining the above facts, we obtain

opt (VIAPk(D)) ≤ opt (IMP(Θk(D))) ≤ opt (DIMP(Θk(D))) ≤ opt (DVIAPk(D)),

where all the inequalities are in fact equalities. We single out the following identity
as the combinatorial essence of our problem.

Lemma A.3 (cf. [12, (6.14)]). For a formal LM-matrix pencil D(s) we have

opt (VIAPk(D)) = opt (IMP(Θk(D))). (A.8)

In Section A.3 we will show

opt (VIAPk(D)) = max
0≤`≤r

(
δm` + (k− 1)̀

)
, (A.9)

opt (IMP(Θk(D))) = θmk . (A.10)

Substitution of (A.9) and (A.10) into (A.8) yields (A.1).
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A.3 Translation to the Legendre duality

Let

D(s) =

[
Q(s)
T(s)

]
=

[
sQA + QB

sTA + TB

]
(A.11)

be a formal LM-matrix pencil, and denote the column set ofD(s) by C and the row
sets ofQ(s) andT(s) by RQ andRT , respectively.

A.3.1 Proof of (A.9) for VIAPk(D):

To define the problem VIAPk(D) for a formal LM-matrix pencilD(s) in (A.11), we
consider a polynomial matrix

ZQ(s) =
[

I sk−1Q(s)
]
=
[

I skQA + sk−1QB

]
.

The the row set ofZQ is identified withRQ, and the column set withRQ ∪C. The
underlying bipartite graphG = (V+,V−; E) of the valuated independent assignment
problem VIAPk(D) is defined as

V+ = RQ ∪CQ ∪ RT , V− = R∪C, E = EQ ∪ EA ∪ EB,

whereCQ = { jQ | j ∈ C} is a copy ofC, R is a copy ofRQ, or RQ = {iQ | i ∈ R},
and

EQ = {( jQ, j) | j ∈ R∪C},
EA = {(i, j) | i ∈ RT , j ∈ C, (i, j)-entry ofTA is nonzero},
EB = {(i, j) | i ∈ RT , j ∈ C, (i, j)-entry ofTB is nonzero}.

ForF ⊆ E in general,∂+F means the set of vertices inV+ that are incident to some
edge inF; and similarly for∂−F. The weightw(e) of an edgee ∈ E is specified as

w(e) =


0 (e ∈ EQ),
k (e ∈ EA),
k− 1 (e ∈ EB).

Denote byB̃ the family of subsets̃B ⊆ RQ ∪CQ that correspond to a column basis
of the matrixZQ, and define a function ˜ω : B̃ → Z as

ω̃(B̃) = degs detZQ[RQ, B̃].

Then the problem VIAPk(D) reads as follows:

On the bipartite graphG = (V+,V−; E), find a pair (M, B̃) of a match-
ing M ⊆ E and a basẽB ∈ B̃ that maximizesw(M) + ω̃(B̃) subject to
the condition that∂+M ∩ (RQ ∪CQ) = B̃.
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Suppose we are given a matchingM and a basẽB. For I = RQ \ B̃ and J =
CQ ∩ B̃ we have

ω̃(B̃) = degs detZQ[RQ, B̃] = degs detQ[I , J] + (k− 1)|I |.

In particular, (I , J) is a linked pair inL (Q(s)). The matchingM determines a
linked pair (X,Y) = (∂+(M ∩EA), ∂−(M ∩ EA)) in L (TA) and a linked pair (̃X, Ỹ) =
(∂+(M ∩ EB), ∂−(M ∩ EB)) in L (TB). The associated weight is given by

w(M) + ω̃(B̃) = k|X| + (k− 1)|X̃| + degs detQ[I , J] + (k− 1)|I |
= degs detQ[I , J] + |X| + (k− 1)(|I | + |X| + |X̃|).

In this way (M, B̃) induces (I ,X, X̃; J,Y, Ỹ) ∈ L∨, and vice versa. For the weight we
have

opt (VIAPk(D))

= max{w(M) + ω̃(B̃) | M, B̃}
= max

`

(
(k− 1)̀

+max{degs detQ[I , J] + |X| | |I | + |X| + |X̃| = `, (I ,X, X̃; J,Y, Ỹ) ∈ L∨}
)

= max
`

(
(k− 1)̀ + δm`

)
,

which establishes (A.9).

A.3.2 Proof of (A.10) for IMP(Θk(D)):

The identity (A.10) is nothing but a straightforward translation of the definition of
θmk , which is explained here for completeness.

To define the problem IMP(Θk(D)) we considerΘk(D) with rows permuted:

Θk(D) =

[
Θk(sQA + QB)
Θk(sTA + TB)

]
=

[
Q
T

]
.

Fork = 3, for example, we have

Θ3(D) =



QA O O
QB QA O
O QB QA

TA O O
TB TA O
O TB TA


, Q =

 QA O O
QB QA O
O QB QA

 , T =

 TA O O
TB TA O
O TB TA

 .

We denote thehth column set ofΘk(D) by Ch and thehth row set ofT by RT
h for

h = 1, . . . , k. ThenCh = { jh | j ∈ C} is a copy ofC, andRT
h = {ih | i ∈ RT} is

a copy ofRT ; we putR
T
=
∪k

h=1 RT
h . Let CQ

h = { j
Q
h | j ∈ C} be a copy ofC for
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h = 1, . . . , k; we putC
Q
=
∪k

h=1 CQ
h , which is identified with the column set ofQ.

The row set ofQ is denoted byR
Q

.
The underlying bipartite graphGk = (V +,V −; E) of the independent matching

problem IMP(Θk(D)) is defined as1

V + =
k∪

h=1

CQ
h ∪

k∪
h=1

RT
h , V − =

k∪
h=1

Ch, E =
k∪

h=1

EQ
h ∪

k∪
h=1

EA
h ∪

k−1∪
h=1

EB
h ,

where

EQ
h = {( jQh , jh) | jQh ∈ CQ

h , jh ∈ Ch},
EA

h = {(ih, jh) | i ∈ RT , j ∈ C, (i, j)-entry ofTA is nonzero},
EB

h = {(ih+1, jh) | i ∈ RT , j ∈ C, (i, j)-entry ofTB is nonzero}.

The problem IMP(Θk(D)) reads as follows:.

On the bipartite graphGk = (V +,V −; E), find a matchingM ⊆ E that

maximizes|M| subject to the condition that the submatrixQ[R
Q
, ∂+M∩

C
Q

] is of column-full rank.

Suppose we are given a matchingM such that rankQ[R
Q
, J] = |J| for J =

∂+M ∩ C
Q

. Then there existsI ⊆ R
Q

such thatQ[I , J] is nonsingular, which
means that (I , J) is a linked pair inL (Q) = L (Θk(sQA + QB)). For eachh, M ∩ EA

h
determines a linked pair inL (TA) with row setRT

h and column setCh. Similarly, for
eachh, M∩EB

h determines a linked pair inL (TB) with row setRT
h+1 and column set

Ch. In this way an independent matchingM induces a linked pair inL (Θk(sQA +

QB)) ∨ Θk(L (TA),L (TB)), and vice versa. This shows that opt (IMP(Θk(D))) is
equal to the rank ofL (Θk(sQA +QB)) ∨Θk(L (TA),L (TB)), which is denoted asθmk
in (65). This establishes (A.10).

1See [12, Fig. 6.2] for an illustration of this graph.
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