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Abstract

A theoretical framework of difference of discrete convex functions
(discrete DC functions) and optimization problems for discrete DC
functions is established. Standard results in continuous DC theory
are exported to the discrete DC theory with the use of discrete con-
vex analysis. A discrete DC algorithm, which is a discrete analogue
of the continuous DC algorithm (Concave-Convex Procedure in ma-
chine learning) is proposed. The algorithm contains the submodular-
supermodular procedure as a special case. Exploiting the polyhedral
structure discrete convex functions, the algorithms tailored to specific
types of discrete DC functions are proposed.



1 Introduction

The theory of DC functions (difference of two convex functions) and DC
programming, which treats minimization problems of DC functions (DC
programs) is the one of the most successful areas of non-convex optimiza-
tion [18,50]. Most of the non-convex optimization problems that arise in
practice are indeed DC programming problems [15]. The DC theory is based
on a basic non-convex duality theorem, called Toland-Singer duality [44,47]:

. : * *
nf {g(z) — h(z)} = pleann{h (p) —g"(p)}-
A DC program is hard to solve in general, but when the objective function
has a nice DC representation, there are some practical algorithms based on
the Toland-Singer duality, such as the DC algorithm [45,46,52] and branch-
and-bound/cutting-plane type algorithms [49,50]. DC functions are studied
in many areas, such as optimization, game theory, variational analysis, spec-
tral theory, and operator theory; see [1] for more details.

The objective of this paper is to establish a discrete analogue of the
theory of DC programming. In the conventional (continuous) DC program-
ming, the following properties of convex functions play key roles: (1) bi-
conjugacy: f** = f, which is used to prove the Toland-Singer duality, and
(2) subdifferentiability: df(z) # 0 for each 2 € dom f, which is used in the
DC algorithm. To export these ingredients to discrete functions, we utilize
discrete convex analysis developed by Murota and others [8,33,35,36].

In discrete convex analysis, two convexity notions, M*-convexity and Li-
convexity, are distinguished: M?-convexity is a generalization of matroid
property and Lf-convexity is a generalization of submodularity on subsets.
Conjugacy between Mf-convex functions and L-convex functions under dis-
crete Legendre-Fenchel transformation is a distinctive feature of discrete con-
vex analysis. Fundamental results in continuous convex analysis, in partic-
ular (1) biconjugacy and (2) subdifferentiability, are established in discrete
convex analysis in a suitable way. Furthermore, efficient (i.e., polynomial
time) algorithms are also available for minimizing discrete convex functions.

We define a discrete DC function as a difference of two discrete convex
functions. Since there are two classes of discrete convex functions (M-
convex functions and Lf-convex functions), there are four types of discrete
DC functions (an MP-convex function minus an Mf-convex function, an M?-
convex function minus an Li-convex function, and so on). These types of
functions contain many functions appearing in practice: a difference of sub-
modular functions [38] is an Lf—~Lf DC function, a supermodular function
that is restricted to a matroid [3] is an M*—L# DC function, and so on. Sim-
ilarly to the continuous case, many discrete functions that arise in practice
can be represented as a difference of two Li-convex functions but there exists
a function that is not a discrete DC function of other types.



We propose discrete DC programming problems as optimization prob-
lems of discrete DC functions:

minimize g(z) — h(x).

Since there are two conjugate classes (M? and L?) of discrete convex func-
tions, there are four types of discrete DC programs. We prove the discrete
version of the Toland-Singer duality for discrete DC programs. The discrete
Toland-Singer duality establishes the relation of four types of discrete DC
programs, which is a main feature of discrete DC programming.

We also propose algorithms for discrete DC programming. These algo-
rithms are obtained by combining the general discrete DC algorithm, which
is a straightforward adaption of the continuous case, and the polyhedral
structure of discrete convex functions. The algorithms decrease the func-
tion value strictly in each iteration and hence terminate in a finite number
of iterations. Furthermore, when the algorithms terminate, the obtained
solutions satisfy the local optimality condition. In some special case, the
algorithm has a theoretical guarantee for the approximation ratio of the
obtained solution.

Related work

There are only a few existing studies of discrete DC theory. Narasimhan and
Bilmes [38] considered minimization problems of a difference of two submod-
ular set functions (DS programs) and propose an algorithm, which is named
submodular-supermodular procedure. As described later, the DS program-
ming is a special case of our discrete DC programming (since submodular
set functions coincide exactly with Li-convex functions on {0, 1}"), and their
algorithm is a special case of our general discrete DC algorithm (Section 5).
Recently Iyer-Bilmes [20] proposed two algorithms, named supermodular-
submodular procedure and modular-modular procedure for DS programs,
and compared the performance of these three algorithms in numerical ex-
periments.

Kawahara and Washio [22] recently proposed a prismatic algorithm for
DS programming, which applies a branch-and-bound algorithm for continu-
ous DC programs to the Lovasz extension of submodular set functions. It is
certainly an interesting problem to construct an enumerative algorithm for
general discrete DC programs, but we do not persue this direction in this
paper.

Kawahara, Nagano, and Okamoto [21] considered a fractional submodu-
lar programming problem, minimization of a ratio of two submodular func-
tions. They applied the discrete Newton method to this problem and proved
that the problem can be solved exactly by solving a polynomial number of
DS programs.



Our contribution

Our contributions are summarized as follows:

e Theoretical framework. We define discrete DC functions and dis-
crete DC programs, and develop a theory of discrete DC functions in
parallel to the continuous DC theory.

e DC representability. We show that every function that has bounded
Hessian is an LI—L% DC function; but there exist discrete functions
that are neither MP—M? , M?—L# | nor L*—Lf DC functions.

e Local optimality. We discuss local optimality conditions of discrete
DC functions. In particular, for some subclasses of Li—L? DC pro-
grams and M?—L! DC programs, the local optimal solution has an
approximation guarantee.

e Algorithm. We establish the general framework of discrete DC al-
gorithm that is a direct translation of the continuous DC algorithm.
We further propose algorithms tailored to Mf*—M?, M?—L# and Li—L#
programs that exploit the polyhedral structure of discrete convex func-
tions of respective types.

Organization of the paper

In Section 2, we review the basics of discrete convex analysis. In Section 3,
discrete DC functions are introduced and some representability results are
proved. In Section 4, discrete DC programming is introduced. A discrete
version of the Toland-Singer duality and local optimality conditions are
shown. In Section 5, a generic form of discrete DC algorithm and its ramifi-
cations for some types of DC programs exploiting the polyhedral structure
of discrete convex functions are proposed.



2 Preliminary: Discrete convex analysis

2.1 Definitions

We introduce some basic notions from discrete convex analysis [35]. Let
Z be the set of integers and let [n] := {1,...,n} for positive n € Z. The
positive support of z € Z" is defined as

supp™ (z) := {i € [n] : x(i) > 0}.
The characteristic vector xg of S C [n] is defined as
(0) 1, i€sf,
1) =
XS 0, idS.

We identify a set S and its characteristic vector. For simplicity, we write
xi for xgiy for i € [n]. Let 1 = (1,...,1) = xp, € {0,1}". For a function
f:Z" — Z U {+o0}, its effective domain is defined by

dom f:={x € Z": f(z) < +o0}. (2.1)

Two classes of discrete convex functions, M?-convex functions and Lf-
convex functions!, are defined as follows. A function f : Z" — ZU {+oc} is
called MP-convex if it satisfies the exchange axiom:

For all z,y € Z™ and i € supp™ (z — y),
F(@) + f(y) = min | fl@ =) + f@+ ),

~omin {f@z—xi+x5) +fy+x —xj)}] :
jéesupp ™t (y—z)

A function f: Z" — Z U {+oo} is called Lé-convex if it satisfies the discrete
midpoint convexity:

For all x,y € Z",

f@)+ £w) = 12D + 1| 2D,

where [a] denotes the smallest integer not less than a, and |a| denotes
the largest integer not greater than a. In this paper, we refer to M- or
Lf-convex functions as discrete convexr functions. It is emphasized that we
consider integer-valued functions. Some authors (e.g., [6,27,39]) studied
other discrete convex functions but we do not cover them.

M’-convex and Lf-convex functions are introduced by Fujishige and Murota [9] and
Murota and Shioura [37], respectively, as variants of M-convex and L-convex functions;
see [35]. M®-concave functions on {0,1}" coincide with valuated matroids of Dress and
Wenzel [4]. We note that “M” stands for matroid, and “L” stands for lattice, and the
symbol f is to read “natural.”



Example 2.1. Let M be a matroid on V and r be the rank function of M.

Then the function
{_T(X)a T = XX

00, otherwise

fz) =

is an M¥-convex function with dom f = {0,1}". In this connection, we also
mention that an MP-convex function on {0, 1}" is essentially the negative of
a matroid valuation on independent sets?. [ |

Example 2.2. Let p: 2" — Z be a submodular set function [8], i.e.,
p(X)+p(Y) 2 p(XUY)+p(XNY), X YCV

Then the function

400, otherwise

fa) = {p<X>, r=Xx

is an Lf-convex function with dom f = {0,1}V. Note that every Lf-convex
function f is submodular on Z", i.e.,

flzvy)+ fxAy) < f(@) + fy)

(The converse is not true. Consider a univariate “non-convex” function
f:Z =17, eg., f(z) = (=1)*l. Then it is submodular but not Li-convex.)
[ ]

2.2 Optimality and subgradients

For a continuous convex function, a local minimum is also a global minimum.
This property is shared by a discrete convex function.

Theorem 2.3 (Optimality condition of M*-convex functions (Theorem 6.26 [35])).
Let f: Z" — Z U {400} be an MP-convex function. If 2 € dom f satisfies

flz) < f?eiﬁ]{f(x = xi), f(&+x5), fl@ = xi + x53)} (2.2)
then z is a global minimum of f. [

Theorem 2.4 (Optimality condition for Lf-convex functions (Theorem 7.14 [35])).
Let f : Z" — Z U {+o0} be an Li-convex function. If z € dom f satisfies

() < in (e +x0x) £z =)}, (23)
then z is a global minimum of f. [

2The original definition [32] of matroid valuation on independent sets is a monotone
M°f-concave function on {0,1}".



The local optimality conditions above are useful to derive an explicit
representation of subgradients and subdifferentials. A vector p € Z" is a
subgradient of f at x € dom f if for all y € Z™,

(p,y—x) < fly) — f(x). (2.4)

The subdifferential df(x) of f at z is the set of all subgradients of f at z,
i.e.,

Of(x) :={peZ":{py—=z) < fly) - f(z) (Vy € Z")}. (2.5)

It is emphasized that we consider integer vectors p as subgradients. Subgra-
dients and subdifferentials are key ingredients in optimization algorithms.
By definition, p € df(z) if and only if x € argmin, {f(y) — (p,¥)}, and in
particular, 0 € 9f(z) if and only if x is a global minimum of f.

The subdifferentials of discrete convex functions turn out to be familiar
object in combinatorial optimization. Since the sum of an M?- (resp. L)
convex function and a linear function is also an M- (resp. Li-)convex func-
tion, we obtain the following theorems by combining the local optimality
conditions of discrete convex functions.

Theorem 2.5 (Subdifferential of M®-convex functions (Theorem 6.61 [35])).
Let f:Z"™ — ZU {400} be an Mf-convex function. Then f(z) # @ for all
x € dom f. We have p € 9f(x) if and only if, for all ¢, € [n],

—pi < flz —xi) — f(2),
pj < flx+x5) — f(z), (2.6)
pj —pi < flw—xi+x5) — fx).

The above theorem shows that the subgradients of an M?-convex func-
tion are integer vectors contained the polytope arising from the dual of
the shortest path problem [42]. For an Lf-convex function f, on the other
hand, the subdifferential 0f(z) at = forms an integral generalized polyma-
troid [10,11,12,35] as follows.

Theorem 2.6 (Subdifferential of LA-convex functions (Theorem 7.43 [35])).
Let f:Z" — Z U {400} be an Li-convex function. Then df(z) # ) for all
x € dom f. We have p € 9f(x) if and only if, for all X C [n],

flx) = floz —xx) < (xx) < flo+xx) — f(2).



2.3 Conjugacy

One of the most important property of discrete convex functions is the
Legendre-Fenchel conjugacy between MP and Lf. The discrete Legendre-
Fenchel conjugate f* of a function f : Z" — Z U {400} is defined as follows:

f*(p) == sup{(p,z) — f(x)}, peZ"

TEL™

Note that this defines a function f*: Z" — Z U {+oco}, provided dom f # 0.
Then the following theorem holds.

Theorem 2.7 (Discrete conjugacy (Theorem 8.12 [35])). If f is M?-convex,
then f* is Li-convex. Similarly, if f is Li-convex, then f* is Mi-convex.
Furthermore, if f is Mi- or L:-convex, then f** = f. [ |

Corollary 2.8 (Discrete Young-Fenchel inequality). Let f be an M2-convex
or Li-convex function. Then

f@)+ f*(p) = (p,x) forallz,peZ"
Equality holds if and only if € 9f*(p). [ ]

The relation of global optimalities and subgradients with respect to the
Legendre-Fenchel conjugacy is summarized as follows [35].

pE argglin{f*(Q) —{¢,2)} <<= peif(x)
qezZ™
3

z € arger;gn{f(y) —(p,y)} <= z€df(p)

Figure 2.1: Relation of global optimalities, subgradients, with respect to the
Legendre-Fenchel duality

The following theorem, discrete Fenchel duality, is a fundamental theo-
rem in discrete convex analysis. See [35] for details.

Theorem 2.9 (Discrete Fenchel duality (Theorem 8.21 [35])). Let f and g
be both M?-convex functions or both Li-convex functions. Then

inf {f(z) +g(z)} = — inf {f*(p) +9"(-p)} (2.7)

TEL™ pEL™
|
Remark 2.10. In the continuous DC theory, subdifferentiability: df(z) # ()

for x € dom f and biconjugacy: f** = f play crucial roles. Hence, to
construct a discrete analogue of the DC theory, we need a class of “convex



functions” on Z™ that have these properties. As mentioned in this section,
M?- and Li-convex functions do have these properties. This is the reason
why we employ these classes of functions in developing a discrete DC theory.

We here illustrate that subdifferentiability and biconjugacy are nontrivial
or even rare in discrete case by showing a concrete example of a “convex
function” f such that df(z) = 0 for some z € dom f and f** # f. This
example is taken from [33].

Let D = {(0,0,0),+(1,1,0),4(0,1,1),4(1,0,1)} and f : Z3> — Z U
{+00} be defined by

(x1-+-x2-+»x3)/2, reD,
400, otherwise.

f($1,$2,$3):::{

This function can be naturally extended to a convex function on conv(D)
(the convex hull of D) and D is a “convex set” in the sense of conv(D)NZ" =
D.

We first calculate the subgradient of f at the origin. Suppose p €
df(0) C Z3. Since f(y) — f(0) > (p,y) for all y, we must have

1> p1+ po, 1> po+ ps, 12> p3+p1,
—1>-p1—p2, —-1>-po—p3, —1=>-—p3—p1.

However, this system does not admit an integer solution, although it is
satisfied by (p1,p2,p3) = (1/2,1/2,1/2). Hence 9f(0) = (.
Next we calculate the biconjugate of f. The conjugate function of f is

f*(p) = max{0, [p1 + p2 — 1|, [p2 + p3 — 1], |ps + p1 — 1]}

and the biconjugate is

() = sup{(p,z) — f*(p)}-

peZ?
Hence
F7(0) = — inf max{0, [py +p2 — 1], [p2 + ps = 1], Ips + p1 — 1]}
p
Therefore we have f**(0) = —1 # 0 = f(0). This shows f** # f. ]

Remark 2.11. There are some possible candidates for a class of “discrete
convex functions,” but many of them lack biconjugacy and/or subdifferen-
tiability. In particular, integrally convex functions, proposed by Favati and
Tardella [6], are a reasonable candidate, but do not have these properties.
The function f demonstrated in Remark 2.10 is, in fact, an integrally convex
function.



2.4 Algorithms

We close this section with some algorithmic aspects of discrete convex anal-
ysis. Suppose that we can only access to functions by evaluating the value
of the functions. This model is called value oracle model (e.g., [51]).

Function minimization Since the local optimality of discrete convex
functions can be efficiently checked, a global minimum of discrete convex
functions can be efficiently computed by descent type methods with scaling
techniques. Note also that we can evaluate the conjugate function f*(p) by
minimizing f(z) — (p, z).

Theorem 2.12 (M’-convex minimization [35]). Mf-convex minimization
can be done with O(n®log(Ky/n)) function evaluations, where K., :=
max{ ||z — Y|l : x,y € domf}. |

Theorem 2.13 (L"-convex minimization [23,35]). Li-convex minimization
can be done with O(co(n) log(K/n)) function evaluations, where o (n) is the
number of function evaluations in submodular set function minimization,
and Ko = max{||z — y||« : 7,y € domf}. [

The current best complexity o(n) of submodular set function minimiza-
tion is O(n®) by Iwata and Orlin [19] or Orlin [40].

Subgradient computation For an Mf-convex function f, the subdiffer-
ential 0f(x) at x corresponds to a polyhedron (2.6) that appears in the dual
of the shortest path problem. Therefore we can obtain a subgradient p by
solving a shortest path problem. More concretely, consider a weighted di-
graph G = (V,E,w), where V. = {0} U [n] and E = V x V, and the edge
length w defined as

w(0,j) = f(z + x;3) — f(=),
)

w(i,0) = fle—xi) — f(z
w(i, ) = flz + x5 —xi) = f(=),

9

As a consequence of Mf-convexity of f, this edge length w satisfies the
triangle inequality and hence the graph does not have a negative cycle [35].
Therefore there exists a feasible potential p that satisfies (2.6). We can
obtain such potential p explicitly by computing the shortest paths on this
graph with O(n?) function evaluations.

For an Lf-convex function f, the subdifferential df(z) at 2 forms an
integral generalized polymatroid. Therefore we can obtain a subgradient p
by the following simple method [5,11]. Let m be a permutation of [n] and

10



let k € [n] U {0}. Then the vector p,; € Z" defined by

(T + X(r(),or()}) = F(@ + Xgr(),m-1})s 1 <G <K,

(T = Xgr(j)oin()}) = F(@ = X (4+1)smn)})s K <J <
(2.8)

pw,k(ﬂ-(j))

=
pw,k(ﬂ-(j)) = f

is a subgradient of f at z, which can be computed with O(n) function
evaluations. Every p € 0f(x) is obtained in this way.

11



3 Discrete DC functions

3.1 Definition and examples

Let us say that a function f : Z" — ZU{+o0, —oo} is a discrete DC function
if it can be written as a difference of two discrete convex functions: f = g—h
for some discrete (Mf- or Li-)convex functions g, h : Z" — Z U {4+00}. We
use the convention that (4+00) — (+00) = (+00).

We call an expression f = g — h a discrete DC representation of f. For
a discrete DC function f, its discrete DC representation is not unique, i.e.,
there are many possibilities of representing f = g1 — h; = go — ho = - -.
It is worth noting that a function f is a discrete DC function if and only if
there exists a function h such that both f + h and h are discrete convex.
We refer to such function h as a control function of f.

Since there are two classes of convex functions, Mf-convex functions
and L2-convex functions, we can distinguish four types of discrete DC func-
tions: M?—M! DC functions, Mi—L! DC functions, L*—M? DC functions,
and L?—L% DC functions, depending on the types of g and h in f = g — h.

Example 3.1 (Cut function of weighted graph). Let G = (V, E) be a graph
and w : F — Z be a (not necessarily nonnegative) weight function on the
edge set E. A cut S is a nonempty proper subset of V' and the value of a cut
function ¢ : 2¥ — Z is the sum of the weights of the edges crossing a cut.
If all weights are nonnegative, ¢ is a submodular (i.e., Li-convex) function.
Therefore, if we split the edges to negative ones and positive ones, we obtain
a representation of a cut function as an L!—L# DC function. [ ]

Example 3.2 (Difference of submodular functions). A function which is
the difference of two submodular functions naturally arise in the area of
machine learning. One typical example is the mutual information f(X) :=
I(X|C) = H(X)—H(X|C), which is a difference of two entropies. Since the
entropy function H is submodular, the mutual information is a difference
of two submodular functions. See [20,38] for more applications in the area
of machine learning. Note that, the class of such functions coincide exactly
with Lf—L# DC functions on {0, 1}™. ]

Example 3.3. Let ¢ be the indicator function of the family of independent
sets of a matroid M and f be a submodular set function. Then § — f
is an M!—L% DC function which corresponds to a supermodular function
restricted to the independent sets of a matroid.

Example 3.4 (Degree-determinant of polynomial matrix). Let A = A(s) be
a polynomial matrix of size m xn (m < n) in variable s. Let A[I] denote the
submatrix induced by a column index set I C [n]. Then g(I) := deg(detA[I])
is an M?-concave function on {I C [n] : |I| = m}; see [34] for more details.
For two polynomial matrices A(s) and B(s) of size m x n (m < n),
deg(detA[I]/det B[I]) is an M*~M? DC function on {I C [n]: [I| =m}. =

12



3.2 Representability

We turn to representability of discrete DC functions.

Proposition 3.5. Every lower-bounded discrete DC function f = g — h
admits a nonnegative discrete DC representation of the same type.

Proof. The proof is shown in later (Section 4.2). O

In the continuous case, many functions that arise in practice are DC
functions [18,50]. In particular, the following characterization is useful.

Theorem 3.6 (Classical result, e.g., p. 47 in Hiriart-Urruty [15]). Every
C?%-function with bounded Hessian is a (continuous) DC function?.

Proof. Let h(z) := pl|lz||* with a sufficiently large 4 > 0. Then f = (f +
h) — h is a discrete DC representation of f since f 4+ h is convex because the
Hessian of f + h is positive definite for a sufficiently large u. O

In the discrete case, a similar theorem holds for L—L? DC functions
(Theorem 3.8). However, for the other classes of discrete DC functions, this
is not the case.

L'—L? DC representability To prove the representability as an Li—L*
DC function, we trace the proof of Theorem 3.6 with the aid of discrete con-
vex analysis. The discrete Li-Hessian matrix H(z) := [H;;(z)] of a function
f: 7" — Z is defined as follows [28,29]:

Hij(z) = f(x+ei+e)— flx+e)— fx+e)+ f(x) (i #7),

Hii(z) = f(z) + f(e+1+e) = f(z+1) = f(z +e)— ZHij($)~
J#

Theorem 3.7 (Hessian characterization of Li-convexity [28]). A function
f:Z" — 7 is Li-convex if and only if the Li-Hessian H of f satisfies, for
every x € Z",

Hyj(z) <0 (i #j), Y Hij(x) >0 (Vi€ [n)). (3.1)
j=1

Using the Lf-Hessian, we can prove LI—L? DC representability of an
arbitrary (well-behaved) function.

3Usually this theorem is used in combination of Hartman’s theorem [13] to prove the
statement that “every C? function is a continuous DC function.” See Hartman [13],
Hiriart-Urruty [15] or Tuy [50].

13



Theorem 3.8. If a function f : Z" — Z has bounded L-Hessian, then f is
an Li—Lf DC function.

Proof. Let H(z) be the Li-Hessian of f at = € Z". Suppose |H;i(z)| < «
for all z € Z™ and 4,j € [n]. Then it is easy to verify that the function
h(z) := (na/2)x " Az is a control function of f, where

n -1 ... -1

-1 n .- =1
A=

-1 -1 ... n

Indeed, the Li-Hessian of h is equal to naA, which satisfies (3.1), and the
Li-Hessian of f + h is equal to H + naA, which also satisfies (3.1) by the
choice of a. O

The above theorem is a generalization of the classical result that every set
function is a difference of submodular set functions. The control function
h used in the above proof gives h(xx) = (na/2) (| X|(n —|X]) + |X|) for
X C[n].

Corollary 3.9.

(1) Let D C Z™ be a finite subset. Then for every function f : D — Z,
there exists nonnegative Li-convex functions g, h : Z" — Z such that
f(x) = g(x) — h(x) for every z € D.

(2) Every set function f : {0,1}" — Z is a difference of nonnegative
monotone submodular functions.

Proof. (1) Let f : Z™ — 7Z be defined by f(z) = f(z) (z € D) and f(z) =
(x ¢ D). Since the Li-Hessian of f is bounded, f is an L—L?% DC function
by Theorem 3.8. Since f is lower bounded, f admits a nonnegative Li—L#
representation: f = g — h by Proposition 3.5. By restricting the functions
onto D, we obtain (1).

(2) By (1) of this corollary, we have nonnegative submodular set func-
tions g, h : {0,1}" — Z such that f = g — h. Note that L-convex functions
on {0,1}" are nothing but submodular set functions. We can modify g and
h to monotone functions as follows. Let

= ?Eliél{min{O,g(X[n]) = 9(Xp\fi1)s P (X)) — POX () 1

Then both g(z) — a(1,z) and h(x) — (1, x) are nonnegative monotone and
hence f(z) = (9(z) — a(1,z)) — (h(x) — (1, x)) is a desired representation.
Note that 1 = xp,) and (1,z) = |supp™ (z)| for = € {0, 1}". O

We mention that Iyer and Bilmes [20] recently proved a proposition
similar to our Corollary 3.9 (2). But our proof technique is different from
theirs.
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M!—M? DC representability We here show the existence of a non-
M?—M® DC function. To prove this, we use the Hessian characterization
of Mf-convex functions. The discrete M*-Hessian matrix H(z) := [H;j(z)]
of a function f : Z™ — Z is defined as follows [14,29]:

Hij(x) = f(x+e;+ej) — flx+e)— flx+e)+ f(z), i,j€]n]

Theorem 3.10 (Hessian characterization of Mf-convex functions [14, 36]).
A function f : Z" — Z is MP-convex if and only if the Mi-Hessian H of f
satisfies, for every x € Z",

Hij(z) 2 0 (Vi,j), Hij(z) = min{Hy(x), Hje(x)} (i # k,j # k). (3.2)
|

Proposition 3.11. There exists a function that is not an M#—M? DC func-
tion.

Proof. We verify that f(z,y,z,w) := zz + zw + yz is not an M*~M?! DC
function. The M?-Hessian of f (at the origin) is given by

00 1 1
00 10
Hr=11 10 0
1000

Suppose that A is a control function of f, i.e., both f+h and h are Mi-convex.
Denote the M!-Hessian of h by

*x a p q
Hy, — a * r b
pr % c
q b c x

We show that, for any choice of the diagonal elements of Hp, there is no
{a,b,c,p,q,r} such that both H ., = Hy + Hy, and Hj, satisfy (3.2).

We first show that a, b, ¢ cannot be the minimum in {a, b, ¢, p, ¢, r}. Since
a > min{p+1,7+1} by (3.2) for Hyp,, a cannot be the minimum. Similarly,
since ¢ > min{p + 1,q + 1} by (3.2) for Hf,4, ¢ cannot be the minimum.
Suppose that b is the minimum. Then, since b > min{a, ¢} by (3.2) for Hj,
and a cannot be the minimum, we must have b = ¢q. However, since b >
min{a, ¢+1} by (3.2) for Hfp, we must have b = a. This is a contradiction.

Next, we show that p,q,r cannot be the minimum in {a,b,c,p,q,r}.
Since ¢ > min{a, b} and neither a nor b is the minimum, ¢ cannot be the
minimum. Similarly, since r > min{b, ¢} and neither b nor ¢ is the minimum,
r cannot be the minimum. Then, since p > min{a,r} and neither a nor r is
the minimum, p cannot be the minimum. ]
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Remark 3.12. For the function f(z,y, 2z, w) used in the proof of Proposi-
tion 3.11, we have the expression

zzt+aw+yz== ((z+2)? + (@ +w)?+ (y+2)* — 227 — 227 —w? — y?),

N |

where each term on the right-hand side above is Mf-convex or M?-concave.
This shows that the class of Mf—M? DC functions is not closed under sum.
This is related to the fact that the class of Mi-convex functions is not closed
under sum. On the other hand, the set of L'—L? DC functions forms a linear
space since a sum of Lf-convex functions is Li-convex.

In the continuous case, the set of DC functions is closed under sum,
multiplication, scalar-product, min, and max. In other words, continuous
DC functions form an algebra and a lattice. [ |

M?{—L% and Lf—M? representability Since an M"-convex function g :
7" — 7 is supermodular and an Li-convex function h : Z" — Z is sub-
modular, an M—L?! DC function f = g — h with dom f = Z" is necessarily
supermodular on Z". Hence a function that is not supermodular is not an
M?—L? DC function. Similarly, a function that is not submodular is not an
Lf—M? DC function.

We pose the following as an open problem.

Problem 3.13. Give a necessary and sufficient condition for a function to
be an Mf—M?, M?!—L# or Li—M® DC function.
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4 Discrete DC programming

4.1 General framework and examples

Discrete DC' programming is a framework of minimization of a discrete DC
function f =g — h:

minimize g(x) — h(x), for z € Z". (4.1)

We call this problem discrete DC programming problem. We distinguish
four classes, according to the four types of discrete DC functions: MA—M®
DC programming, M?—L? DC programming, L!—M? DC programming, and
L7—Lf DC programming.

Example 4.1 (Minimum cut with some negative weight edges). A minimum
cut problem of a graph with possibly negative weight edges is an Li—L# DC
programming problem. See Example 3.1. [ |

Example 4.2 (DS programming). Minimization problem of a difference of
submodular set functions is exactly L—L? DC programming problem on
{0,1}". See Example 3.2. ]

Example 4.3 (Matroid constrained submodular maximization). Let g be
the indicator function of the family of independent sets of a matroid and h
be a submodular set function. Then minimizing g — h, which is a matroid
constrained submodular maximization [7], is an M?—L? DC programming
problem. See Example 3.3. [

Example 4.4 (Minimization of degree of determinant). Let A = A(s) be
a polynomial matrix of size m x n (m < n) in variable s and let B be a
constant matrix of size m’ x n. Then the following problem is an M%—M®
DC programming problem:

minimize  deg(det(A[I]))

subject to I C [n], |I| = m, columns of B[I] are linear independent.
Note that, the maximization counterpart:

maximize deg(det(A[I]))

subject to I C [n], |I| = m, columns of B[I] are linear independent

is a problem of maximizing a sum of two Mf-concave functions, which can
be solved efficiently by valuated matroid intersection algorithms [30, 31, 34].
|

Example 4.5 (Fractional discrete convex programming). Let g and h be
positive-valued discrete convex functions. Then

. 9(x) .
= > — > 0.
2w 2@ (@) —ah(@)} 20

Therefore we can solve the fractional discrete convex programming problem
by solving a sequence of discrete DC programming problems. [ |
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4.2 Toland-Singer duality

The most important theorem in DC programming (in the continuous case)
is the Toland-Singer duality [44,47]:
inf —h = inf {h*(p) — ¢" . 4.2
nf {g(z) — h(z)} plerlan{ (p) —g"(»)} (4.2)
We first establish the discrete version of this theorem. The identity of the

Toland-Singer duality should not be confused with the Fenchel duality (2.7)
in Theorem 2.9.

Theorem 4.6 (Discrete Toland-Singer duality). Let f = g— h be a discrete
DC function of either type (M#—M?, Mf—Lf, LE—M?, LE-L%). Then
inf —h = inf {h*(p) — ¢" : 4.
i (o) — ()} = inf (1°() — ")} (43)
Proof. By virtue of the conjugacy (Theorem 2.7) in discrete convex analysis,

the proof goes in parallel with that for the continuous version of the Toland-
Singer duality [44,47]:

inf{g(z) — h(z)} = inf{g(z) — A" (z)}
= inf{g(x) - st;p{<p, z) —h*(p)}}
= inf igf{g(.r) —(p,z) + 1" (p)}
— igf{h*(p) - sgp{<p, z) — g(w)}}
= inf{h*(p) — 9" (p)}-
O

It is emphasized that the key of the above proof is the biconjugacy,
h** = h, that holds for both M- and L%-convex functions (Theorem 2.7).

Let us dwell on the issue of M® / L% conjugacy in the discrete Toland-
Singer duality. Recall from Theorem 2.7 that the Legendre-Fenchel conju-
gate of an Mi-convex function is an Li-convex function and vice versa. For
an M?—M? DC program for g — h, for example, the discrete Toland-Singer
duality establishes its relation to an Lf—L% DC program for h* — ¢*, and
vice versa. For an L!—M* DC program for g — h, in contrast, the dual prob-
lem is another Lf*—~M? DC program for h* — ¢g*. Similarly, for an M?—L#
DC program for g — h, the dual problem is another M#—L# DC program for
h* — g*. In this sense, the class of Li—M? DC programs and that of M?—L*
DC programs are both self-dual. It is worth mentioning that replacing g
and h with their conjugates g* and h*, respectively, in (4.3) results in the
formula

Jnf Ag™(z) =7 (@)} = mf {7 () =97 (P)},
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which is equivalent, by biconjugacy, to (4.3) with g and h interchanged. In
this sense, the discrete Toland-Singer duality is self-dual under conjugacy.
Such richer duality structure, which we may refer to as “typed duality,” is the
main feature of discrete DC programming that is not shared by continuous
DC programming.

In the rest of the paper, we consider the case that the problem (4.1) has
an optimal solution with a finite optimal value, i.e., inf;{g(z)—h(z)} > —oc.
In this case, by the Toland-Singer duality, we also have inf,{h*(p)—g*(p)} >
—o0. These finiteness conditions imply, in particular, that

domg Cdomh and domh* C dom g*. (4.4)

We assume these inclusions in the rest of the paper.
As an application of the Toland-Singer duality, we give here a proof of
Proposition 3.5.

Proof of Proposition 8.5. The proof goes in parallel with that for the con-
tinuous version by Hiriart-Urruty [15].

Without loss of generality we assume f > 0; otherwise we may replace
f by f—inf f. Let g1(z) := g(z) — ((b,z) — h*(b)) and hi(z) := h(z) —
((b,x) — h*(b)) with b € domh*. Then g1 — hy = g — h, hi(x) > 0 by the
Young-Fenchel inequality (Corollary 2.8), and min g1 (z) = —g*(b) + h*(b) >
min,{h*(p) — g*(p)} = min, f(z) > 0 by the Toland-Singer duality. O

4.3 Hardness results

In the continuous case, DC programming is known to be hard. Hence we
expect that the discrete DC programming is also hard. Indeed, we can prove
the following proposition.

Proposition 4.7.
o MI—M!, M?—L% and Li—L? DC programming on Z" are NP-hard.

e M?~L% and L~L? DC programming on {0,1}" are NP-hard, and
Li~M? DC programming on {0,1}" is in P.

Proof. MA~L# and LA—Lf DC programs on {0,1}" contain submodular set
function maximization, which is NP-hard, and M—M? DC programming is
the Toland-Singer dual of Li—Lf DC programming. Li—M? DC program-
ming on {0, 1}" is a submodular set function minimization, which isin P. [

Remark 4.8. Lf—M? DC programming problem is a special case of sub-
modular function minimization problem on a distributive lattice [48]. Hence
it can be solved in polynomial time in the length of a maximal chain in the
lattice [35,41]. See Section 5.5. |
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Table 4.1: Complexity of discrete DC programming ming{g(x) — h(z)}

(a) x € Z™ (b) z € {0,1}"
g\h | M? L? g\h | M L
M? | NP-hard NP-hard M? | open NP-hard
L open  NP-hard L P NP-hard

4.4 Optimality criteria

We first state a necessary and sufficient condition for the global optimality of
discrete DC function, which is a discrete version of the well-known theorem
by Hiriart-Urruty [16].

For € > 0 we define the (integral) e-subdifferential [17] of g at = by

Oeg(x) :={p€Z": {py —x) < g(y) — g(x) + € (Vy € Z")}. (4.5)

Note that p € d.g(z) if and only if

g(x) + g (p) < (p, x) + e (4.6)

Since g is assumed to be integer-valued and p is an integer vector, we have
Oeg(x) = Oug(x) for € = [e]. Therefore, we may assume € € Z. If g is a
discrete convex function of either type (M or L), we have

deg(x) £ 0 for every € >0

for every x € dom f by Theorems 2.5 and 2.6, as well as the inclusion

deg(z) 2 0g(x).

Proposition 4.9. z € Z" is a global minimum of a discrete DC function
f =9 — hif and only if, for every € > 0,

dch(x) C Oeg(x). (4.7)

Proof. Suppose that x is a minimum of g — h. Then, by the discrete Toland-
Singer duality (Theorem 4.6), for all p € dom h*,

g9(x) — h(z) <h*(p) —g"(p),  le,  g(@)+g"(p) < h(x)+h"(p).

Therefore, by (4.6) for g and h, we see that p € 0.h(x) implies p € O.g(x),
ie., Oh(z) C Og(x).

Conversely, suppose that z is not a global minimum. Then, by the
discrete Toland-Singer duality, there exists p € dom h* such that

g(x) — h(z) > h*(p) — " (p),

- 9(z) + g*(0) — (0,) > h(z) + h*(0) — (0 z).
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By the discrete Young-Fenchel inequality (Corollary 2.8), the right-hand
side is nonnegative. Hence we can take € = h(z) + h*(p) — (p, ) to meet

9(x) +9(p) > (p, ) + € = h(x) + h*(p).
This shows p € Och(x) but p & 0eg(x), i.e., Och(x) Z Oeg(x). O

Checking the condition dch(x) C Oeg(x) (Ve > 0) in (4.7) for global
optimality is difficult, even in the continuous case [46]. This is not surpris-
ing, since (discrete) DC programming problem is a non-convex optimization
problem. Hence we may reasonably focus on a local optimal solution.

Instead of requiring the condition d.h(x) C Oeg(z) for all € > 0, we
consider a special case with e =0, i.e.,

Oh(zx) C dg(z). (4.8)

This will turn out to be a fruitful compromise; this condition guarantees a
certain local optimality (Proposition 4.11), and it is amenable to algorithmic
verification for some types of discrete DC programming (Section 5). In this
paper, we refer to (4.8) as the local optimality condition for f = g — h.

We start with a technical lemma.

Lemma 4.10. Let f = g — h be a discrete DC function and U C Z" be a
set containing x. If dg(x) NOh(y) # () for every y € U, then z is a minimum
of finU.

Proof. This proof goes in parallel with the proof of Corollary 1 of Tao and
Hoai An [46]. Let y € U and pick p € dg(x) N Oh(y). Then we have

(p,y —x) < g(y) — g(x),
P,z —y) < h(x) = h(y).
Adding these two we obtain
9(z) — h(z) < g(y) — h(y).
0

The local optimality condition (4.8) does imply local optimality in a
certain neighborhood specified by (4.9) below.

Proposition 4.11 (Local optimality). If x € Z" satisfies (4.8), then x is a
minimum of f =g —h in

U= J{on* ) p € 0g(a)}. (49)

Proof. For each y € U, y € Oh*(p) for some p € dg(z). Since y € Oh*(p) is
equivalent to p € Oh(y), we obtain p € dh(y)Ndg(x) # 0. Then f(z) < f(y)
by Lemma 4.10. O
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Example 4.12. Consider a discrete DC function f(z) = 2 — 16(x — 1)?
(r € Z), ie., f =g— h where g(z) = 2* and h(x) = 16(x — 1)2. For z = 2,
we have Oh(z) C 0g(x) since

Oh(z) = {16,17,...,48}, dg(z) = {15,16,...,65}.

Therefore x is minimum in U = Upeag(x) oh*(p) = {1,2,3} by Proposi-
tion 4.11. However, = 2 is not a global minimum, since f(2) =0 > —175 =
f(=3). Indeed, for e = 17, the inclusion of (4.7) fails, since dch(x) € Jeg(x)
with

Och(x) ={-1,0,...,65}, deg(x)={0,1,...,82}.

The relation of the global optimality and the local optimality is summa-
rized in Figure 4.1.

Prop. 4.9
global optimality <= O.h(z) C deg(x)
I
Oh(z) € dg(x)
y Prop. 4.11
local optimality: 2 is minimum in
v=J on(p)
p€dg(x)

Figure 4.1: Relation of global and local optimalities.

Recall the discrete Toland-Singer duality (4.3) in Theorem 4.6. The
following proposition states that an optimal solution p of the dual problem
can be constructed from an optimal solution x of the primal problem. This
is sometimes referred to as optimal solution transportation in the literature
of (continuous) DC programming.

Proposition 4.13 (Optimal solution transportation).
(1) If p € 9g(x) N Oh(x) then

9(x) — h(zx) = h*(p) — 9" (p)-

(2) If z is a global minimum of g — A, then any p € dg(x) Nh(z) is a global

minimum of A* — g*.
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Proof. (1) By the discrete Young-Fenchel inequality (Corollary 2.8), we have

g(x) + g*(p) = (p,z) = h(z) + h*(p).
Therefore
g(z) = h(z) = h*(p) — 9" (p).

(2) By (1), we have g(z) — h(x) = h*(p) — ¢*(p). Since the left-hand
side is a minimum, p is a minimum of h* — g*, by the discrete Toland-Singer
duality. ]

It is noted that, in Proposition 4.13 (2), the condition p € dg(z) N Oh(z)
with a global minimum z can be simplified to p € Oh(z) by (4.8).

4.5 Approximation ratio

In general, there are no theoretical guarantee for the approximation ratio of
a local optimal solution.

Example 4.14. Let a < b be positive integers. Let g and h be univariate
convex functions defined as

g(z) = {0’ r=b

400, x> b,

h(x):{()’ r < a,

r—a, IT>a

and consider a discrete DC programming problem to minimize f(z) = g(z)—
h(zx) for x € Z. Every x < a satisfies (4.8) and hence z is a local minimum
with f(z) = 0. However, the global minimum is z =b and f(b) =a—b. =

In some special case, however, we can prove an approximation ratio. In
this case, we consider that f = g — h is a “perturbed” convex function, i.e.,
h is smaller than g.

Theorem 4.15. Let g : {0,1}" — Z U {+o0} be a function on {0,1}"
and h : {0,1}" — Z be a monotone nondecreasing Lf-convex function. If
x € {0,1}" satisfies Oh(z) C dg(z) in (4.8), then for any y € {0,1}",

g9(z) = 2h(z) < g(y) — h(y). (4.10)

Proof. Let X = suppt(z) and Y = supp™(y), and take a permutation 7 of
[n] as

{r(),....7(|X]} =X,
(r(IX\Y|+1),...,7(|XUY])} =Y.
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By the construction (2.8) of subgradients of Li-convex functions, the vector
p € Z™ whose 7(i)-th entries are given by

p(m(i)) == h(X{x(1),..ni))}) — POXYr(1)m(i-1)})s T = 1,000,
belongs to Oh(x). Since dh(x) C dg(z), we have p € dg(x). Therefore

9(x) — (p,x) < g(y) — (p,y)- (4.11)
By the definition of p and monotonicity of h,
(p,z) = h(z),
(p,y) = h(xxuy) — h(xx\v) = h(y) — h(z).

Substituting these into (4.11), we obtain

g(x) — 2h(z) < g(y) — h(y).
O

Corollary 4.16. Let g : {0,1}" — Z U {+00} be a function that takes
negative values on its effective domain, i.e., g(x) < 0 for all z € dom g, and
let A : {0,1}™ — Z be a monotone nondecreasing Li-convex function. If z
satisfies Oh(x) C dg(x), then

h(z) —g(x) = (1/2) yen{ﬂ(fﬁn{h(y) —9(y)}-

Proof. Since g(x) < 0, we have

h(z) — g(z) > (1/2)(2h(x) — g(z)).

By (4.10), the right-hand side is bounded from below by h(y) — g(y) for any
Y. O

As a further corollary, we obtain the following bound for the matroid
constraint submodular maximization problem (see Example 4.3).

Corollary 4.17. Let § be the indicator function of the family Z of indepen-
dent sets of a matroid M and h be a monotone nondecreasing submodular
set function. If z = xx satisfies Oh(xz) C 00(zx), then = is a 1/2 approxima-
tion solution, i.e.,

hxx) = (1/2) ma h(xr).
|

It is known [3] that the matroid constraint monotone submodular max-
imization problem can be solved in polynomial time with approximation
ratio 1 — 1/e by the continuous greedy algorithm.
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Example 4.18. We cannot drop the monotonicity condition in Theorem 4.15.
Consider the following functions g and h on {0, 1}

9(0,0) =0, g¢(1,0)=0, g¢(0,1)=0, g(1,1)=+o0,
h(0,0) =0, h(1,0)=1, h(1,0)=3, h(1,1)=0.

The function h is submodular. Let us compute the subdifferential at x =
(1,0). First, p € dg(z) if and only if

-p1 <0, p2—p1 <0.

Hence we have dg(x) = {p € Z? : p1 > 0,p2 < p1}. Next, p € Oh(z) if and
only if
p2<-1, —p1<-1, pa—p1 <2

The third inequality is redundant and we have Oh(z) = {p € Z* : p; >
1,p2 < —1}. Therefore Oh(z) C dg(z). Let y = (0,1). Then the inequality
in (4.10) reads as

g(x) —2h(z) = -2 £ =3 = g(y) — h(y).

Indeed, by increasing h(0, 1), the approximation ratio tends to be arbitrarily
worse.

Example 4.19. The inequality in (4.10) is tight. Consider

9(0,0)=0, ¢(1,0)=0, g¢(0,1)=0, g(1,1)=+oo0,
h(0,0)=0, h(1,0)=1, h(1,0)=2, h(1,1)=2.

The function A is monotone submodular. Let us compute the subdifferential
at x = (1,0). First, we have dg(z) = {p € Z? : p; > 0,p2 < p1} as in
Example 4.18. Next, p € dg(z) if and only if

-p1 < -1, pp<1, pr—p1 <1

The third inequality is redundant and we have dh(z) = {p € Z* : p; >
1,p2 < 1}. Therefore Oh(z) C dg(x). Let y = (0,1). Then the inequality in
(4.10) holds with equality:

g(w) = 2h(z) = =2 = g(y) — h(y).

Problem 4.20. Establish a statement about approximation ratio when h
is an Mf-convex function.
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5 Algorithms

As mentioned in Section 1, there are two types of algorithms in continuous
DC programming; the convex analysis approach (e.g., the DC algorithm)
and the enumerative approach (e.g., branch-and-bound/cutting plane al-
gorithm). We here propose discrete DC' algorithms to be categorized as
“discrete convex analysis approach.”

We first propose a general framework of discrete DC algorithm (Algo-
rithm 1), which is a direct translation of the continuous DC algorithm. Our
general framework can be applied to all class of discrete DC programming
problems. We then propose algorithms tailored to Mf—M? , M?!—L# | and
L7—Lf DC programming problems (Algorithms 2, 4, and 5). These algo-
rithms exploit the polyhedral structure of discrete convex functions.

5.1 Generic discrete DC algorithm

We first describe the general framework of discrete DC algorithm which is a
direct translation of the continuous DC algorithm (also known as Concave-
Convex Procedure in the area of machine learning). In DC programming,
the difficulty in the problem min,{g(z) — h(x)} comes from the concavity
of —h. The idea of the DC algorithm is to iteratively approximate h with
its subgradient p € Oh(z) and solve the convex minimization problem

min{g(z) — (p, z)}.

The solution set of this problem is given by dg*(p).

A straightforward adaptation of the above idea to discrete DC program-
ming yields the following algorithm (Algorithm 1). Note that the algorithm
has a symmetry between the primal and dual problems in the Toland-Singer
duality.

Algorithm 1 Generic form of discrete DC algorithm

Let () be an initial solution
for k=1,2,... do
(Primal phase) Pick p®) € oh(z(*))
(Dual phase) Pick z*+1D ¢ gg*(p*))
if g(z®)) — (p®) 2Ry = g(z*+D) — (p*) z(*k+1)) then
Return z(*)
end if
end for

Proposition 5.1 (Convergence of the discrete DC algorithm). Let g,h :
7" — Z U {400} be discrete (Mf- or Lf-)convex functions.
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(1) g(z®) — h(2®)) decreases strictly monotonically. Hence, the algorithm
terminates in a finite number of iterations.

(2) When the algorithm terminates, z is a minimum of f = ¢g — h within

dg™(p).

Proof. (1) We first note that the termination condition is equivalent to z*) €
dg*(p™®)). Suppose =¥ ¢ dg*(p'¥)). By the Young-Fenchel inequality,

g(z™) + g* (™) > (p*), 20) = h(z®) + 1 (p™).
Therefore
g9(@®) = h(z®) > n*(p*)) — g* (). (5.1)
Similarly, by the Young-Fenchel inequality,
(D) 4+ h*(p®) > (p, 20HD) = g(aHD) 4 g*(p®).

Therefore

(M) = g* (pV) > g(@*V) — n(a*+D). (5.2)
By combining (5.1) and (5.2) we obtain

g(@®) = n(@®) > g(@*+V) — n(a*+D),

which shows that g(z*)) — h(z(®) strictly decreases monotonically. This
guarantees the finite termination since g — h is integer-valued and bounded
from below.

(2) When the algorithm terminates, we obtain a pair (z,p) such that

z € dg"(p), p € Oh(x).

For every y € dg*(p) we have p* € dg(y) N Oh(x). Then the claim follows
from Lemma 4.10. O

To realize the generic discrete DC algorithm, we need to implement the
primal phase (subgradient computation for 4) and the dual phase (function
minimization for g). As mentioned in Section 2, both phases can be carried
out efficiently by the existing algorithms in discrete convex analysis. For an
Li—Lf DC program where both ¢ and h are Li-convex and dom g, dom h C
{0,1}™, our generic algorithm coincides with the submodular-supermodular
procedure proposed by Narasimhan and Bilmes [38].

It would be nice if the local optimality condition dh(x) C dg(z) in (4.8) is
guaranteed at the termination of the discrete DC algorithm (Algorithm 1).
As it stands, however, the algorithm does not have this property, mainly
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because it does not specify which subgradient p*) 3g(x(k)) to pick in the
primal phase. By modifying the primal phase to

p*) e ag(x™)\ an(z®), (5.3)

we can guarantee the local optimality condition Oh(z) C dg(x) at the ter-
mination of the algorithm.

To implement the modified primal phase (5.3), we take advantage of the
“discreteness” and/or “polyhedral structure” of each class of discrete convex
functions, which is described below.

5.2 M'—M’ DC programming

If both g and h are M"-convex, we can verify the local optimality condi-
tion Oh(z) C Og(z) in (4.8) in polynomial time by enumerating all faces
of these subdifferentials since the number of faces of dh(x) is polynomial
in n (Proposition 5.4). Therefore we can construct a polynomial time (per
iteration) algorithm (Algorithm 2 below) to obtain a local optimal solution
that satisfies Oh(z) C dg(x) in (4.8).

Lemma 5.2. For an M%convex function h,

max (p, —xi) = h(z = xi) — h(z),

pEOh(x)

N —h N_h
pg%z;)<p7 X]> (l‘ + X]) (3}‘)7
pgégé)@ Xj — Xi) = Mz + x5 — xi) — h(x)

Proof. This lemma can be obtained immediately from Proposition 5.1 of [35]
but, to be self-contained, we give a direct proof here. We only prove the
third identity. The other two can be proved in the same way.

By the definition of subgradients, we have max(p, x; — xi) < h(z + x; —
xi) — h(z). To prove the equality, we construct a subgradient p € Oh(x)
that satisfies the equality. Consider a weighted directed graph G = (V, E)
where V' = [n] U {0} and £ = V x V with w(k,0) = h(z — xx) — h(z),
w(0,1) = h(z + x;) — h(x), and w(k,l) = h(z — xx + x1) — h(z) for all
k,l € [n]. Note that w satisfies the triangle inequality by the MF-convexity
of h. Let d(k) (k € V) be the shortest path distance from ¢ to k and let
p(k) = d(k) —d(i) for k € [n]. Then p is a feasible potential (i.e., p € Oh(z))
and p(j) —p(i) = d(j) = w(i, j) = h(x — x5 + x;) — h(z). Therefore we have
(p,xj — xi) = h(z —i+j) — h(x) for this p. O
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Lemma 5.3. Let g : Z" — ZU{400} be an M?-convex function and D C Z™.
Then D C 9g(x) holds if and only if, for all 7, j € [n],

max(p, —x;) < g(x — xi) — 9(x),
peD

max(p, x;) < g(x + x;) — g(x), (5.4)
peD

max(p, X; — Xi) < g(x — xi + x;5) — g(z).

peD

Proof. (if part): Suppose (5.4). Then, for every p € D,

—p(i) < g(z — xi) — g(z),
p(j) < glx +x5) — g9(2), (5.5)
p(j) —p(i) < g(z = xi +x5) — 9(2).

Therefore p € dg(x) by the explicit formula of Mf-subgradients (Theo-
rem 2.5).
(only if part): Suppose D C dg(x). Then, for every a € R,

max(p,a) < max a).
peD<p, )_peag(x)@, )

By choosing a = —x;, xj, and x; — x; and using Lemma 5.2, we obtain
(5.4). 0

Proposition 5.4. Let g and i be M-convex functions. Then dh(z) C dg(x)
holds if and only if, for all i, j € [n],

h(z = xi) = h(z) < g(z —xi) — 9(@),
hz + x:) — h(x) < g(z +x5) — 9(2), (5.6)
h(@ = xi + x5) = h(x) < g(x = xi + x;3) — 9().
Proof. Apply Lemma 5.3 with D = 0h(z) and use Lemma 5.2. O

From Proposition 5.4, we are naturally led to Algorithm 2 below. When
the algorithm terminates, x satisfies (5.6) and hence the local optimality
condition 0h(x) C dg(x) in (4.8).

Algorithm 2 M?—M? DC algorithm

loop
Find a € U; jepm{—Xi> X5 Xj — xi} such that h(z +a) — h(z) > g(z +
a) —g(z)

If no such a exists, return x
Find p € 0h(z) such that (p, z) = h(z+a) — h(z) (by the shortest path
algorithm)

x < argmin{g(y) — (p,y) : y € Z"}
end loop
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Remark 5.5. Since the optimality condition (5.6) is expressed only in the
(primal) function values, we can construct a simple “primal” algorithm be-
low with guaranteed convergence to a local optimal solution.

Algorithm 3 Simplified M?—M? DC algorithm
repeat
x < argmin{g(y) — h(y) : y € U, jep{r — xo 2+ x5, — xi + x5}
until convergence
Return x

5.3 M'—L? DC programming

If g is Mf-convex and h is L¥-convex, the local optimality condition dh(z) C
Jdg(x) in (4.8) can be verified in polynomial time. The basic idea is the
same as in the MA—M"? case: we enumerate all faces of a subdifferential of
an M%-convex function.

Proposition 5.6. Let g be an Mf-convex function and h be an Lf-convex
function. Then Oh(x) C dg(z) holds if and only if, for all p € Oh(z),

(P, —xi) < g(x —xi) —g(x), i€ n],
(P, xj) < 9(z +x5) —g(x), Jjelnl, (5.7)
(P xi = xi) < g9(x —xi +x5) —9(x), i,j€[n].
Proof. Apply Lemma 5.3 with D = 0h(z). O

The maximization of the left-hand sides of (5.7) can be solved by the
greedy algorithm, although no simple expressions are available for those
maximum values. Therefore, if Oh(z) € dg(x), we can obtain a certificate
p such that p € Oh(z) and p ¢ Og(z) in polynomial time. Combining this
procedure with the generic discrete DC algorithm, we obtain Algorithm 4
below. When the algorithm terminates, we have x € Z" that satisfies the
local optimality condition 0h(x) C dg(x) in (4.8).

Algorithm 4 M7—Lf DC algorithm
loop
Find p € 0h(x) that violates (5.7) (by the greedy algorithm)
If no such p exists, return x

z « argmin{g(y) — (p,y) : y € Z"}
end loop
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5.4 Lf—Lf DC programming

For an Li-convex function g, its subdifferential dg(z) has exponentially many
faces. Therefore we cannot use a similar technique as that for M#—M? or
M?—L? DC programming. Indeed, if both ¢ and h are Li-convex, the prob-
lem of testing for inclusion dh(z) C dg(x) is equivalent to the so-called
submodular containment problem, which is co-NP complete [25]. However,
by the Toland-Singer duality, an L—L# DC program is transformed to an
M?—M! DC program and its local optimality condition dg*(p) C dh*(p) can
be checked in polynomial time by the method described above.

Once a dual local minimum solution p is obtained, by optimal solution
transportation (Proposition 4.13), we can construct a primal solution x by
taking = from Og*(p) that satisfies g(x) — h(xz) = h*(p) — ¢*(p). Note that
the dual solution p certainly satisfies the dual local optimality condition
dg*(p) C Oh*(p), but the constructed primal solution x does not necessarily
satisfy the primal local optimality condition Oh(z) C dg(z).

Algorithm 5 L—L! DC algorithm
Compute p € Z" by applying Algorithm 2 or 3 to the dual problem:
min{h*(p) — g*(p) : p € Z"}
Return = € dg*(p)

5.5 L‘*—M® DC programming

Since ¢ is Lf-convex, we cannot use a similar technique as that for M#—M®
or Mf—L! DC programming. Furthermore, since the dual of L{—M! DC
program is another Li—M? DC program, we cannot use the technique for
Li—L! DC programming. However, since the problem is a “submodular
function minimization on a distributive lattice”, it can be solved efficiently
(see Remark 5.7 below), independently of our generic form of the discrete
DC algorithm. Establishing an algorithm of “discrete DC algorithm” type
for Li—M® DC programming is an interesting problem.

Remark 5.7. Consider an Lf—M? DC programming problem min,{g(z) —
h(z)} on Z". Since an Lf-convex function g : Z" — ZU{+oc} is submodular
on Z" and an M%-convex function h : Z" — 7 U {400} is supermodular on
Z", f := g — h is submodular on domg (by the convention of (4o00) —
(+00) = (+00)). Furthermore, by the finiteness assumption (4.4), we have
dom f = domg. Since dom f forms a distributive lattice (with respect to
component-wise max and min), an Li—M" DC programming problem is a
special case of submodular function minimization problem on a distributive
lattice [48]. Hence, if dom f is a finite set, this problem can be solved in
polynomial time in the length of a maximal chain in the lattice [26,35,41].
For example, if dom f = [0, K|, we can minimize f in O(poly(nK)) time.
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For the convenience of readers, we give a brief description of a method for
submodular function minimization on a distributive lattice. The following
argument is based on Note 10.15 in [35] and Section 4 in [41].

Let f : L — Z be a submodular function on a distributive lattice £ =
(L,V,N). Let I C L be the set of join-irreducible elements, and define
¢:L— 2" by

¢z)={yel:xNy=y}, =z€lL.
By Birkhoft’s representation theorem [2], ¢ is a lattice isomorphism. Note
that ¢~1(X) =V, cyz for X C I.

Let I : 21 — Z be defined by F(X) := f(¢~'(X)). Then F is a
submodular set function on I. Indeed,

flo™H(X)) + ( ¢~ (Y)

Flo™HX) Vo (V) + f(eH(X) A o™ ()
flo™ (XU )) fle™H (X nY))
F(XUY)+F(XnNY).

F(X)+ F(Y)

v

Furthermore, since f(x) = F(¢(x)) for every x € L, we have

in F(X)=
min F(X) = min f(z).
Therefore we can solve the submodular function minimization problem on
a distributive lattice (right-hand side) through the submodular set function
minimization (left-hand side). The complexity is polynomial in |I|, which is
equal to the length of a maximal chain of L. [
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