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Abstract

Numerical integration of ordinary differential equations with some in-
variants is considered. For such a purpose, certain projection methods
have proved its high accuracy and efficiency, but sometimes they can ex-
hibit instability. In this paper, a new, highly efficient projection method
is proposed based on explicit Runge-Kutta methods. The key there is
to employ the idea of the perturbed collocation method, which gives a
unified way to incorporate scheme parameters. Numerical experiments
confirm the stability of the proposed method.

1 Introduction

In this paper, we are concerned with numerical integration of ordinary differ-
ential equations with some invariants. For example, let us consider Hamiltonian
systems:

dy N

= IVHW), y(0) =y € BY, (1)
where J is the symplectic matrix and H : RV — R¥ is called Hamiltonian, or
in more general context, an energy function. From the formulation (1), we see
that the exact solution of the Hamiltonian system preserves the energy function
H:

d Tdy

SH(y() = VH(y(0) T

4 — VH@(t) IVHy®) =0, (2)

where we used the chain rule and the skew symmetry of J. Such ODEs with
(possibly multiple) invariants appear in many modern science and engineering.
In particular, by appropriately discretizing some partial differential equations
(PDEs) only in space, we obtain such ODEs (see, for example, [5]).

For such systems, we hope that numerical solutions preserve the invariants,
but generally such expectation does not come true. In fact, Runge-Kutta (RK)



methods cannot preserve energy function in general [4]. Hence, in these several
decades, several invariants-preserving methods have been constructed and ana-
lyzed (e.g. [13, 16, 18]), and it has been proved such methods are in fact stabler
than general RK methods, and often well compare with other geometric numer-
ical integration methods, such as symplectic methods for Hamiltonian systems
[11].

Energy-preserving methods for the Hamiltonian systems (1) (or more gener-
ally, systems with invariants) can be divided into two groups: (i) methods whose
numerical solutions automatically satisfy H(y,+1) = H(y,) without using H or
VH explicitly (e.g. [7, 15, 17]), and (ii) methods that first gets a temporary
solution ¥, +1 by some method, and obtain the next solution y,+1 by projecting
the temporary solution y,11 to some y, 1 satisfying H(yn+1) = H(yn) (e.g.
[1, 2, 6, 9]). Although methods in the first group generate stable numerical
solutions, they need solving at least an N dimensional nonlinear equations in
every time step, thus demand much computation time when N is so large (e.g.
for ODEs derived by the spatial discretization of PDEs). Even worse, most of
them have only second order accuracy, and demand extra computational cost
when further accuracy is necessary [10, 19]. In contrast to this, some methods
in the second group only need solving a single nonlinear equation (in stead of
N) in every time step, while keeping the same accuracy as the base integrator.
Therefore, from the view of actual computation, the second group seems more
promising unless we can count on some fast nonlinear solvers.

Here we review typical methods of the second group. Orthogonal projection
method (OPM) [11] projects y,+1 along VH (gn,4+1) to obtain the next solution
Yn+1 satistying H (yp+1) = H(yy). Calvo-Herndndez-Abreu—Montijano-Réndez
[2] proposed a projection method called “incremental direction technique” (IDT)
that searches the next solution along the direction ¥,4+1 — 7,4, Where 7,
is the solution by an embedded Runge-Kutta method. In contrast to these
linear methods, recently a method called EQUIP method that searches for y;
nonlinearly has been proposed by Brugnano—Iavernaro-Trigiante [1]. The key of
the method is the clever use of the W-transformation associated with collocation
methods.

Next let us focus on their solvability and accuracy. Each author gave some
theoretical results on the solvability and accuracy, which can be reorganized
in more general context as follows. Let us introduce a concept of “l-parameter
projection method”: we first prepare a family of integrators {®,, }ocr depending
on l-parameter «; then, in every time step, we adjust « such that H(®,(yo)) =
H(yo) holds. This concept includes the OPM, IDT and EQUIP, and forms
a wider class of energy-preserving methods. By an obvious generalization the
result of [1], we can prove that “l-parameter projection method” is solvable and
has the same order of accuracy as the base integrator ® under quite reasonable
assumptions (see Theorem 2). Therefore we see theoretically that all 1-parameter
projection methods is highly accurate demanding only low computational cost.

Although this gives a clear support for all the 1-parameter projection meth-
ods, a natural question can arise in the aspect of actual computation: which
method among the “l-parameter projection methods” is actually the best in
terms of stability and computational efficiency? Moreover, how can we construct
it systematically? Theoretical results mentioned above are of course mathemat-
ically quite important, but do not answer these questions, because they hold
only for sufficient small time step h, and do not necessarily provide informa-



tion on the behavior under practical size of h. Therefore a new perspective is
needed to answer these questions. To this end, let us again review each existing
1-parameter projection method and consider whether it can be the ideal answer
for the questions. OPM and IDT introduced before may be the answers, since
they can be arbitrary accurate and only require the solution of 1-dimensional
nonlinear equation, i.e., they are highly efficient. Between these methods, IDT
is generally considered to be better because it preserves linear invariants; thus
let us below consider IDT with more details. IDT searches the next solution
linearly along the difference of two numerical solutions constructed by an em-
bedding Runge-Kutta method with no extra function evaluation. Thus this
method needs surprisingly low computational costs while keeping the original
high accuracy, as mentioned above. In this sense, IDT is quite a good method.
However, it has a slight drawback that when the direction 7,41 — 7%, happens
to be almost orthogonal to VH, the projection can be quite unstable, i.e., the
next solution might be far away from the exact solution. In other words, the
correction of the projection can be huge, and that may lead to some instability.
One way of working around this is to employ some adaptive step size technique.
In this case, IDT is really a good method, and practical. Nevertheless, we feel
that this observation reveals the possible essential limitation of the linear search
methods—they can yield fatal projection steps when they fail to suggest good
directions. This can happen in all linear search methods including OPM.

Another good candidate as the best 1-parameter projection method is EQUIP
method. Since it is based on the W-transformation, its parametrization does
not destroy the symplecticity of the Gauss method, which was the main subject
in [1]. In the present paper, however, we like to see the method from a differ-
ent perspective. In [1], the authors chose to discard linear search, and turn to
a completely new idea of projection, where they introduced a clever, natural
parametrization of the Gauss method. There, the “search” is no longer linear,
but thanks to the new view as a parametrized Gauss method, the correction
by the projection is expected to remain relatively small, avoiding possible fa-
tal projections in linear search methods. In fact, in [1], numerical examples
show that EQUIP runs stably with constant time steps. However, because the
Gauss method is implicit, EQUIP method also needs solving high dimensional
nonlinear equation in every time step. Therefore, although EQUIP method can
generate much stabler numerical solutions, we like to continue the journey to
“the best” method, unless the computational cost can be substantially decreased
by, for example, the clever use of multiple core implementations.

From the discussion above, we are encouraged to construct 1-parameter pro-
jection methods based on explicit Runge—Kutta methods for low computational
cost. At the same time, we hope to keep the good nature of EQUIP, i.e., the
natural parametrization of such RK methods for their stability. If we succeed
in this challenge, we expect that such methods can be the definitive answer for
the questions.

The key idea for this challenge in the present paper is as follows. Recall that
the natural parametrization in EQUIP was done by viewing the Gauss method
as collocation method. But exactly this very trick implied the implicitness of
the resulting schemes. Then, how can we do a similar thing based on ezplict RK
methods? The idea here is that we interpret explicit RK methods as perturbed
collocation methods as proposed by Negrsett—Wanner [14]. With the aid of per-
turbation operators, perturbed collocation methods can express lager class of



RK methods, including both explicit and implicit ones. Then we basically follow
the strategy in EQUIP; we first consider a RK method and its perturbed collo-
cation method representation. Then we try to find a natural way to parametrize
the representation, so that the modification (which will result in the correction
of the projection) remains as small as possible. The latter step is quite differ-
ent from that of EQUIP. In EQUIP method, the small correction was made in
terms of the W-transformed expression of the Gauss method. In the perturbed
collocation method, however, no corresponding expression exists. Instead, in
the present paper, we propose to introduce parametrization only in higher or-
der perturbation terms. This sounds natural for achieving as small correction
as possible. This task is, however, not so straightforward as simply imagined.
Since as described above the perturbed collocation method can express both
explicit and implicit RK methods, inappropriate parametrization of explicit RK
methods should destroy the explicitness and result in implicit schemes. This
is not what we hope in view of computational cost. In the present paper, we
show that this difficulty can be worked around by using the characterization of
explicitness obtained by Ngrsett—Wanner [14]. We also would like to point out
that the idea of perturbed collocation methods has not been intensively utilized
recently, as far as the author understands—in this sense, the present work might
be interesting for related researchers in that it breathes new life into perturbed
collocation methods themselves.

This paper is organized as follows. In Section 2, we introduce perturbed
collocation methods and the general theory for 1-parameter projection methods.
In Section 3, we propose a new method via perturbed collocation methods. In
Section 4, we test the proposed method and show its stability and efficiency
comparing with existing methods. In Section 5, we give conclusions of this

paper.

2 Preliminaries

2.1 Perturbed Collocation Methods

Here we give a brief review of perturbed collocation methods. First, we
introduce the perturbation operator.

Definition 1 (Perturbation operator [14]). Let Il be the linear space of s-
degree polynomials. Then the perturbed operator Py, p : Il — Il is defined as
bellow:

to

(Puon@) =)+ 308 (52 ) a0 o ®

where N;(t) (j =1,...,s) are s-degree polynomials defined as

Ny (t) = % S (piy — 6i) £ 4)
T i=0

pl‘jER (i:O,l,...,s;j:1,2,...,s), (5)
, if i =7,
b = g
0, otherwise.



For convenience, tg and h will be omitted when they are fixed. Using this
perturbation operator, we define the perturbed collocation method.

Definition 2 (Perturbed collocation methods [14]). Let s be a positive integer
and P a perturbation operator. There is an s-degree polynomial u(t) satisfying
the following conditions:

u(tO) = Yo, (7)

Then the numerical solution of perturbed collocation methods is defined by y; :=
’U,(to + h) .

From these definitions, we see perturbed collocation methods are an exten-
sion of collocation methods in the sense that they reduce to collocation methods
when P is the identity operator.

Next we review the relation between perturbed collocation methods and RK
methods.

Proposition 1 ([14]). The perturbed collocation method defined by (7) and (8)
is equivalent to a Runge—Kutta method whose coefficients are the entries of

A=V, PJV (9)
b=(1,...,1)TJv1 (10)
where
, 1 po1 ... DPos
1 C1 Cl‘S . .
v, = 3 Y R , (11)
1 ¢4 cs® S
0 Ds1 Pss
0 0 0 L
1 0 0 1 1’
J=10 1/2 o, v=1: : (12)
1 Cs css—l
0 ... 0 1/s

Conversely, a Runge-Kutta method that satisfies (10) and has distinct {c; }1<i<s
can be expressed by a perturbed collocation method.

Remark 1. It is not unique how to express a RK method by perturbed col-
location methods. Let us consider polynomial M(t) = [];_,(t — ¢;). Adding
this M to N; (which compose the perturbation operator P) does not change
the perturbed collocation method (see [14, Prop. 4]). From this observa-
tion, we see that we can always express a RK method by a perturbed collo-
cation method whose perturbation operator is P: IT, — II;_1; in other words,
ps; =0 (j=1,...,s). Hence we assume Pu € II;_; in what follows.

This proposition shows that perturbed collocation methods form a subclass
of RK methods. Moreover, in [14], a characterization for a perturbed collocation
method being an explicit RK method was given. This characterization will play
a key role when we parametrize explicit RK methods appropriately in Section 3.



Proposition 2 ([14]). We consider a perturbed collocation method that satisfies
Pu € 1I,_1 and define its RK coefficients triple by (A, b, c). Then the entry a;;
is zero if and only if the vector

s T
(904 e (5= DI+ e (13)

is a linear combination of
(1., HT (k=1,...,5—1,j4+1,...,5). (14)

Moreover, a perturbed collocation method which satisfies Pu € Il4_1 corresponds
with an explicit Runge—Kutta method if and only if the perturbation operator P
satisfies (14) for 1 <i<j <s.

2.2 A General Theory for 1-parameter Projection Meth-
ods

As we mentioned in the introduction, we introduce a general theory for 1-

parameter projection methods. This theory is easily obtained by extending

the results of Brugnano—Tavernaro—Trigiante [1] (similar results can be found

in Calvo-Hernandez-Abreu—Montijano—Randez [2]). First we define a family of
integrators.

Definition 3. We call {®,}acr a family of integrators with order reduction r
when each integrator ®,, (o # 0) is well-defined and has order p — r, where p is
the order of the “base integrator” with o =0, i.e., .

1-parameter projection methods need solving the following nonlinear equa-
tion about a with h fixed:

g(a, h) = H(®o(yo)) — H(yo)- (15)

Under this general setting, we can prove the existence of solutions of (15) and the
recovery of the order. To prove them, we suppose that the following assumptions
B and By hold for {®, }4cr for a fixed state yo.

By: g(a, h) is analytic near the origin.

B,: Let d be the order of the error in the energy function H when the
base method is applied:

9(0,h) = H(y1(0)) — H(yo) = coh” + O(h™*1), (16)
where ¢g # 0. Then, for any fixed a € R (a # 0),
gla,h) = c(a)h®™" + O(h'~" 1) (17)
holds with ¢(c) # 0.

The above setting basically follows [1]. Here we rephrase the underlying idea.
From the fact that the base integrator ® has order p, it is obvious d is generally
p+ 1. But it can happen that d > p + 1 holds coincidentally, and we do not
hope to exclude such cases. Thus we define d as the lowest integer with nonzero



¢o and ¢(«). The order p —r for g(«, h) comes from the fact that an integrator
® € {P,}aer with a fixed « has order p — r.

Under these assumptions we prove the existence of the solution for (16). This
is essentially by Brugnano—Iavernaro—Trigiante [1], although there they focused
on EQUIP method.

Theorem 1. Let us assume By and By. Then there exists a positive number h{
and a function o*(h) s.t.

(1) g(e*(h),h) =0, h e (=hg, hg),
(2) a*(h) = const - h" + O(h"t1).

proof. The following proof is a straightforward extension of the proof in [1].
From the assumptions, g(a, h) can be expanded as

— 1 &g — 1 o Jg ;
2737 (0,07 +z; Zd: z'j' aalahj 0)alh. (18)
j=d =17

The first term comes from (16), and the second from (17). Then we hope
to apply the implicit function theorem to search for a solution in the form of
a(h) = n(h)h", where n(h) is a real-valued function of h. To this end, we
consider the change of variable & = nh” and insert it into (18) to get

1 0% ., 1 oty -
glash) =55 (0,0)h% + (d+1)'8hd+1( 0)h
1 gl-r+lg J 1 9l-r+2g .

T @=n daont—r OO G Gagpa (OO

+O(h™?). (19)
Hence, for h # 0, g(a, h) = 0 if and only if

1 g 1 gty

0 B = .
g(n,h) (d_T+1)"'(d_1)d8hd(00) (d—?“+1)"'d(d+1)8hd+1(070)

ad—r-‘rlg 1 6d_r+2g

* W(O’ 0)n + d—r+10adhd—r+1 (0,0)hn

is zero. By the assumption By, W:;T(O 0) is not zero, and we can apply the

implicit function theorem which ensures that there is a real-valued function n(h)
satisfying g(n(h),h) = 0. In addition, from (20), n(h) is calculated as follows.
For sufficiently small h,

¢ ad+
() — T on (0:0) + ey ey onert (0, )k + O(A?)
- d—rt1  ———
=2 (0,0) + =L 52545 (0,0)h

- ! 5(0.0)
ST D@ Dd Zra g T O (21)




Note that %(0,0) is not zero from By. This reveals that the solution of

g(a, h) =0 for « takes the form

“(h) = n(h)h" ! 0.0 o omy. (22)

(€7 =1 = - 5d—r+1 .
(d=r+1)---(d—1)d 3{18};_{ (0,0)

This completes the proof. O

From this theorem 1-parameter projection method recovers its order to the
same order as the base integrator.

Theorem 2. I-parameter projection methods have the same order as the base
integrator under the mild assumptions By and Bs.

proof. The following proof is also an obvious replication of the proof of [1].
First we define y1(a, h) := @4 (yo). Then we apply the mean value theorem to
obtain

1
0
mmﬁﬁqMQm+a/—£HmﬁMt (23)
0 Oa
By Definition 3 we see
1 6:1./1

= = O(RPT7). 24
[ O e = 0+ (24)

If we define a* as the solution of (16), then from Theorem 1, we have a* = O(h")
thus

(0" 1) = ylto 4 1) = (0,1~ + 1)+ 0 [ Pt e = O(1+),
(25)

This completes the proof. O

3 Construction of New Schemes

The proposed method belongs to 1-parameter projection methods. Thus we
begin with the construction of a family of integrators {®, }qcr-

3.1 Deriving a Family of 1l-parameter Explicit Runge—
Kutta Methods

In what follows, we will propose how to construct a family {®,}aer of
explicit RK methods. As we saw in Section 2, by perturbing classical colloca-
tion methods, we can express larger class of RK methods. Recall that EQUIP
method aimed at a natural parametrization via collocation method which led to
small correction. In the present explicit RK method context, we parameterize
higher order terms of perturbation operators, hoping it leads to small correc-
tion. In this project, a special care is needed to keep a family of explicit RK
methods.

Now we propose an algorithm to construct a family {®, }ner of explicit RK
methods. This construction needs three steps.



Definition 4. We derive a family of explicit Runge—Kutta methods in the fol-
lowing three steps.

e Step 1. Take an explicit RK method which can be expressed by a perturbed
collocation method with {N;}1<j<s and ¢; (i=1,...,s).

e Step 2. Calculate ds_1,ds from the elementary row operations of the
following matriz

1 C1 Cls_l 1 g ... Cls_l
: ad (26)
1 Cs—1 «vv  onn 05718_1 o --- 0 C/l\sfl C/l\s
Then we take ds_1,ds as
1 -~ 1 -
ds—1 = ———ds_1, ds= ds. 27
T s—2 et (s —1)! 27)
e Step 3. Make a family {®,}acr of perturbed collocation methods whose
expressions are {N;hi<j<s and ¢; (i=1,...,s):
N,=N; (j=1,...,5s—2), (28)
" s—1
Nj=Nj+ad; [[¢-e) (G=s5-1,5). (29)
k=1

This family {®4 }acr s in fact a family of explicit RK methods.
Here we illustrate these steps taking an example.

Example 1 (Based on the 3/8 formula). We consider the 3/8 formula which is
a 4-stage explicit RK method.

Step 1. Take the 3/8 formula whose coefficient triple is (A, b, ¢) displayed in
Table 1. This method can be expressed by the perturbed collocation method

Table 1: Butcher Tableau of 3/8 formula.
0 0 0 0 0
1/311/3 0 0 0

= 2/31-1/3 1 0 0
1 1 -1 1 0

| 1/8 3/8 3/8 1/8

c| A
b

({Njhi<i<s: {eihi<izs):

Ny (t) =0, (30)
Ny(t) = %H 417 — 3t3, (31)
__ 1 Lo 13
Ns(t) = Sttt 6t (32)
5 1 1 1

Nyt) = —t — —t2 4+ =3 — —¢*

=5ttty 2% (33)
01:0, 02:1/3, 63:2/3, 0421. (34)



These can be calculated from the relation (9). Note that this expression satisfies
Puell,y (ps; =0 (j=1,...,9)).

Step 2. To calculate d3, ds, the matrix is transformed into rank normal form.

1 C1 012 613 1 0 0 0
1 e ? 3| =1 1/3 1/9 1/27
1 C3 632 033 1 2/3 4/9 8/27
; 1 0 0 0
TOWREROR L0 1/3 1/9 1/27 (35)
0 0 2/9 2/9
)

Then we obtain ds, dy4 satistying (2!ds, 3lds) = (2/9,2/9) < (ds,ds) = (1/9,1/27).

Step 3. Construct a family {®, },cr Whose expressions are ({Nj}lgjgm {ei}1<i<s):

Ni(t) =0, (36)
~ 7
Ny(t) = —6t+4t2 — 33, (37)
. 11 1 1 1 2
Ni(t) = ——t+ -t — 2+ —at(t — =)(t — = 38
3(t) otta g tgo ( 3)( 3), (38)
~ 5 1 1 1 1 1 2
N _ 2, 442, 13 L4 - e Y7 R
1) = gt = ottt = gyt et = ) 3), (39)
C1 = O7 Cy = 1/3, C3 = 2/37 Cq = 1. (40)

This family has the coefficients in Table 2 in terms of RK methods.

Table 2: The family of the proposed explicit RK method based on the 3/8
formula.

0 0 0 0 0
1/3 | 1/3 0 0 0
¢ Aéo‘) = 2/3| -1/3 1 0 0
1 l1+a —-1—-2a 1+« 0

| 1/8 3/8 3/8 1/8

Some comments on each step are in order.

Comment for Step 1. Recall the claim that RK methods satisfying (10) and
having distinct ¢;’s are equivalent to perturbed collocation methods. In addition,
s must be greater than 3 for Step 1 to be well-defined.

Comment for Step 2. A crucial observation here is that this step is always
feasible.

Lemma 1. Step 2 in Definition 4 is always feasible.

proof. The base integrator chosen in Step 1 can be expressed as a perturbed
collocation method, and thus ¢;’s are distinct and a (s — 1) x (s — 1) sub-matrix
of the left hand side matrix in (4) is a Vandermonde matrix. In other words,
its rank is s — 1, and we can always transform the matrix into a ladder matrix
whose bottom row has the form (0,...,0, *, *)T. O

10



Comment for Step 3. This step constructs a family of the perturbed collocation
methods, i.e., a family of the corresponding explicit RK methods; in other
words, it does not destroy the characterization of explicit RK method. This
is ensured by Theorem 3 below. Before its proof, we mention the idea of the
parameterization. As we mentioned in the beginning of this section, we aim (i) to
parametrize higher order terms of a perturbation operator and (ii) to construct
a family {®,}aer of explicit RK methods. The construction in Definition 4 is
designed to achieve above two goals.

For (i), observe (28) and (29). One might think that parameterizing only
Ny is most desirable, but, such a parametrization is not feasible as we can
see in the proof of Theorem 3 and the characterization Proposition 2. The
matrix (26) in Step 2 has s — 1 rank, and thus, in general, vectors of the forms
(0,0,...,0,%) T cannot be composed by linear combinations of (14). In other
words, parameterizing only Ny leads to a family of implicit RK methods in
general. Therefore parameterization in Definition 4 seems most appropriate for
(1).

For (ii), the key idea is that Hz;i(t—ck) isadded to N; (j = s—1,s). Leaving
the detail to the proof of Theorem 3, here we emphasize that the polynomial
Z;i(t — ¢i,) vanishes for t =¢; (j =1,...,s5— 1) to facilitate achieving (ii).
Theorem 3. The family of the perturbed collocation methods constructed in

Definition 4 is actually the family of explicit RK methods.

proof. Let (A,b,c) be a coefficients triple of an explicit RK method in Step
1 and ({N;}h1<j<s, {¢i}1<i<s) are the corresponding expression in terms of the
perturbed collocation method. Also we define P as a perturbation operator
composed by {N;}i<j<s, and assume P satisfies Pu € II,_1. And let (A, b, c)

be the RK family which is constructed in Step 3 and ({Nj}lgjgs, {ci}1§i§5> be

the corresponding expressions of the family. Also we define P as a perturbation
operator composed by {N;}1<;j<s. Note that both A = (a;;) and {N;}i1<j<s
depend on « linearly and the claim of this proposition is that @;; =0 (1 <i <
j < s) hold.

To check a;; =0 (1 <14 < j <s), it is sufficient to show that

({Nj}lgjgs, {Ci}1gigs) satisfies the assumption of Proposition 2. Here we

define a vector space Vi (k=1,...,s) to simplify notation.
Vy := {v € R® : v is a linear combination of (1,¢;,...,¢* 1)"
where [=1,....k—1,k+1,...,s}. (41)

We first note that, by construction, the perturbation operator P satisfies Pu €
IT,_;. From Proposition 2, for (¢,j) in 1 <i<j<s,a;; =0 (1<i<j<s)if
and only if

s T
((Kfl +t)(ci),...,(s—1)!(ﬁs+Z!)(ci)> €V, (42)

11



Recall, by (28) and (29), this vector is equivalent to

s T
(14 0. s = 010, + e

T

+al0,...,0, (s—2)ds_ i —ck), (s — 1)ds ; — ¢ . 43
1H 0 H o) @
s—2

The first term of this vector belongs to V; for all ¢,7 in 1 <4 < j <'s, since the
base integrator is an explicit RK method. Note that the perturbation operator
P satisfies Pu € II,_;.

For i < s — 1, the second term of (43) trivially vanishes, and thus in total
(42) holds. This is a good consequence that the polynomial HZ: (t — cx) is
added to N; (j =s—1,s). For i = s, the second term of (43) does not vanish,
but from (26) (27), it is equivalent to

s—1

- AT
aH(cs—ck) (0,...,O,ds,1,d5> , (44)

k=1
which belongs to V, by construction. This completes the proof. O

Remark 2. Note that, from the proof in [14], we see that the upper s — 1 rows
of A coincide with those of A. Therefore, if an integrator ®, with some « is
once constructed, we need just one time of evaluation f for the construction
of another integrator ®4 (& # «). Thus the proposed method does not need
many evaluations f in solving H(®,(yo)) = H(yo). Note that IDT needs no
evaluation f for the construction of another integrator ®4 (& # «). Therefore
the proposed method demands a bit longer computation time than IDT.

Remark 3. From an easy calculation, for the family constructed in Definition 4,
we can take r as p—3 in Definition 3, if the base integrator has order p. Therefore
we can apply adaptive step size controls (see e.g. [12]) to the proposed method
because two numerical integrators which have order p and 3 are obtained by
additionally evaluating the function f only once. A natural question arise here
whether a way to construct a family whose r is independent of p exists. We
think this is a difficult question to answer. Perturbed collocation methods were
well investigated theoretically, in particular, in terms of their order of accuracy
by Ngrsett—Wanner [14]. The analysis was based on the nonlinear Variation-Of-
Constants formula. However, it is difficult to use the formula for explicit RK
methods because the derivative of the perturbed collocation polynomial (u in
Definition 2) may diverge as Ngrsett—Wanner [14] have already pointed out.

Remark 4. Another way to parametrize explicit RK methods is to consider
parameterizations for each explicit RK method, carefully observing order con-
ditions. Of course this approach makes sense, but in the present paper we did
not employ it, since order conditions are generally quite complicated, and it
seems difficult to discuss which conditions are important or safe to violate. Fur-
thermore, even if we can do that for a specific explicit RK method, we should
do the whole thing all over again from scratch when we move on to another
RK method. The parametrization technique proposed in this paper is free from
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this difficulty. Because parameterizing RK coefficients matrix A is equivalent
to adding parametrized polynomials to N; (1 < j < s) which compose the per-
turbation operator, we can intuitively say that a nice parametrization should
be the one that changes the perturbation operator to a minimum degree. One
way to realize this is to only allow the changes in N; with higher indices. The
following numerical experiments support this view.

3.2 Preserving Multiple Invariants

We can generalize the proposed method to preserve several invariants. We
realize this by constructing a family of RK methods depending on a set of
parameters. Namely we parametrize them with the same numbers of parameters
as the numbers of the targeted invariants. For example, if two invariants are
targeted, we should construct a family with two parameters {® 4 g} (a,8)cr?-

e Step 1. Take an explicit RK method which can be expressed by a per-
turbed collocation method with {N;}1<;<s and {¢;}1<i<s.

e Step 2. Calculate dg )2, dgl)l,d(l) and df)l, d? from the elementary row
operations of the following matrix

1 ¢ ... Cls_l 1 ¢ 015_1
— W A (45)

: : 0 A, A,

1 ¢ ... c¢571 o --- 0 cfgil 422)

Then we take dg?Q, d&)h dgl) and df)h dgz) as
J0 1 o m _ b s e in, (46)
T2 (s =3) sm sl T (g gye s (S_ nies

F R S O RO RN S O) (47)

55— 17(8—2)! s—1» 5 (8—1)' s

e Step 3. Make a family {®(4,3) } (a,8)er2 of the perturbed collocation meth-

ods whose expressions are {N; }1<j<s and{c; }i<i<s:

N;=N; (j=1,. 3—3), (48)
Ns_g— Ng_ 2+Oéd( )2H t,ck (49)
N s—1
stl = stl + (Oédgl_)l + Bdgz_)l) H(t - Ck), (50)

k=1

_ s—1

No = Nq+ (ad®) + BdP) T] (¢ cx). (51)

k=1

This family {®4,8)}(a,8)cr? is in fact a family of explicit RK methods.
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In a similar manner as above, we are able to construct a family of explicit
RK methods with s — 1 parameters The proof of the explicitness is similar to
Theorem 3, and hence we omit it here.

4 Numerical Tests

In this section we show numerical tests showing the efficiency of the proposed
method. In particular, we focus on the consequences of the natural parameter-
ization of our approach.

We consider the Hénon—Heiles equation:

dy 4 (0 I 4x4
Y JVH(y), yeRr', J(_I 0>€R : (52)
1
H(y) = H(q1,q2,p1,p2) = 5(1’12 +p2%) + Ular, a2), (53)

where U(q1,q2) is called potential (also we denote it as U(y) to simplify no-
tation). The Hénon—Heiles equation was derived for describing stellar motion,
followed for a very long time, inside the (gravitational) potential U(yq) where yq
denotes the initial state (see e.g. [11]). In our experiments we set the potential
to

1 1
Ulq,q2) = 5((]12 + @) + ¢’ — §Q23~ (54)
We will compare the proposed method with IDT to show the naturalness
and effectiveness of the proposed parameterization. We set the final time to

T = 1000 and the initial state to yo = (0,0, \/%,O)T. For comparison, in
Fig. 1 we show a reference solution constructed by RK4 with a sufficiently small
step size h = 2/300. Fig. 1 also displays the contours of the potential. For
the proposed method and IDT, we take RK introduced in Example 1 as the
base integrator. In addition, for IDT, the third order method introduced in
[12] is taken as the embedded RK method. In what follows we set the step
size h to 2/3. The reason we take such a large time step is that we aim to
see how robust the methods are. Recall that, for sufficiently small step size, 1-
parameter projection methods are all the same due to Theorem 2; but that does
not necessarily reflect actual behaviors. In addition we do not apply adaptive
step size controls in our experiments because this technique may conceal the
differences among methods, although from a practical point of view, we do not
doubt the effectiveness of the controls. Note that both the proposed method
and IDT can utilize adaptive step size control (see Remark 4); however, the
proposed method is not so appropriate as IDT because the proposed method
needs one extra evaluation of f, thus the proposed method is a bit worse in this
sense.

In Fig. 2 and Fig. 3 we show numerical solutions by IDT and the proposed
method respectively. Both figures also include values of the parameter a and the
corrections by projection. Here we take the 2-norm of the differences between
reference solutions and the numerical solutions as the values of the corrections.

Comparing the numerical solutions, we find that the solution by the proposed
method are closer to the reference solutions than that by IDT. In particular, we
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Fig. 1: A reference solution (represented as points) by RK4 with sufficiently
small step size h = 2/300. The solid lines are the contours of the potential of
the Hénon—Heiles equation.

see that the solution by the proposed method distributes appropriately against
the potential contours.

To observe consequences of the proposed parametrization, let us pay at-
tention to the figures of the values of the parameter and the corrections by
projection. From these figures, we find that the values of IDT are often large,
while the values of the proposed method are constantly small. The reason IDT
often takes large parameter seems that in such occasions the search direction
is almost perpendicular to VH and ceases to work with the constant step size
h. Accordingly, there the corrections by projection also get large values. This
can cause a certain instability, unless some remedy such as adaptive time step-
ping is utilized, as mentioned before. In contrast, the proposed method does
not exhibit such a behavior even with this large time step h = 2/3, and conse-
quently, the correction remains small. Therefore, we feel we can say that these
figures support numerically our expectation that the proposed parametrization
is natural and yields small corrections.

The naturalness of the proposed parametrization can be seen from another
perspective on robustness; i.e., how large the step size h can be safely. Theorem 1
dose not answer this because it is just a theoretical result in the limit of h —
0. However, in actual computation, it is expected that the theorem can hold
for large step h. In Fig. 4, we show lines which denote zeros of g(a,h) =
H(®4(v0)) — H(yo), (h,a) € [-0.9,0.9] x [-9,9] where yo is a state vector
which IDT takes large o (¢t = 8/3). The top of Fig. 4 is the contour of IDT
and the bottom is that of the proposed method. The straight line on the axis
h = 0 is obvious (since no evolution occurs), and thus should be ignored. Our
attention should be paid to the horizontal curves that touch the origin. From
these figures, we see the proposed method can provide appropriate parameters
even for large h; in other words, the implicit function theorem employed in
Theorem 1 keeps working. On the contrary, the curve of IDT sharply goes
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Fig. 2: IDT: top = the numerical solution with h = 2/3, bottom left = value
of the corrections by projection (its label “projDistance” means the corrections
by projection), bottom right = value of the parameter.

down near h = 0.6. This shows that Theorem 1 does not hold here, and in such
a case, the parameter « can be quite large, and the projection becomes fatal.
Therefore we see the naturalness of the proposed parameterization. But again
we would like to emphasize that this happens only occasionally (recall Fig. 2;
in most time steps the corrections are small), and even if it can happen, that
can be easily avoided by adaptive time stepping. What we like to state here is
the better stability of the proposed method.

5 Conclusion

In this paper we gave a new strategy to parameterize explicit RK methods via
the perturbed collocation method. One of the advantages of this strategy is that
we can systematically parametrize explicit RK methods. Another advantage
is that in the strategy, we can demand the parametrization is done only in
higher order terms of the perturbation operators. There we showed that such
a parameterization is always feasible without destroying the explicitness of the
base explicit RK method. In addition we confirmed by numerical exmaples that
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Fig. 3: The proposed method: top = the numerical solution with h = 2/3,
bottom left = value of the corrections by projection (its label “projDistance”
means the corrections by projection), bottom right = value of the parameter.
The maximum value of « is about 0.3.

the proposed strategy in fact result in small corrections robustly.

Here we comment some further remarks. First, we can apply the proposed
method to other classes of ODEs, in particular, dissipative ODEs with a known
Lyapunov function. This is an obvious extension of the results [3, 8]. Sec-
ond, in this paper, we mainly investigated the robustness of the parameter-
ization; however, the proposed method needs a bit longer computation time
than IDT because the proposed method needs more evaluations of f in solving
H(®,(yo)) = H(yp). This is a trade-off between the robustness and stability.
When we can take sufficiently small step size h, IDT should beautifully work,
and thus it is sufficient. But if we hope to take larger time step sizes, for example
when we are considering integration over long time, the proposed method can
be a better solution since it works robustly even in such circumstances. Finally,
when the system is essentially highly unstable, projections based on explicit
methods might not work well, and implicit projections such as EQUIP become
necessary.

A possible future work is to develop a rigorous theoretical explanation on
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Fig. 4: Lines which display g(a, h) =0, (h, o) € [-0.9,0.9] x [-9,9]. Top shows
lines of IDT. Bottom shows lines of the proposed method.

how the proposed parametrization, employed in higher order perturbations, re-
sult in the small corrections. And also through such theoretical investigations,
“the best 1-parameter projection method” should be looked for. The proposed
strategy via perturbed collocation methods serves as a working stage of such
challenges, and the proposed parametrization is just a single example of good
parametrization.
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