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Abstract

Maximizing a monotone submodular function subject to a b-matching
constraint is increasing in importance due to the application for the
content spread maximization problem, but few practical algorithms
are known other than the greedy algorithm. The best approximation
scheme so far is the local search algorithm, proposed by Feldman, Naor,
Schwartz, Ward (2011). It obtains a 1/(2+ 1

k +ϵ)-approximation for an
arbitrary positive integer k and positive real number ϵ. For graphs with
n vertices and m edges, the running time of the local search algorithm
is O(bk+1nk+1mϵ−1), which is impractical for large problems.

In this paper, we present two new algorithms for this problem.
One is the find walk algorithm that runs in O(bm) time and achieves
a 1/4-approximation. It is faster than the greedy algorithm whose
approximation ratio is 1/3. The other is the randomized local search
algorithm that is a faster variant of the local search algorithm in the
case of k = 2. In expectation, it runs in O(b3mn log 1

ϵ ) time and obtains
a (2/5− ϵ)-approximate solution.

1 Introduction

Maximizing a monotone submodular function has been attracting much at-
tention recently. This is motivated by various applications in many fields.
For example, the social welfare maximization problem, which is an important
problem in combinatorial auction, is a special case of maximization under a
matroid constraint [14]. Another application involves social networks. The
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influence of a set of nodes can be described as a monotone submodular func-
tion [12]. There are other applications such as sensor placements [10] and
document summarization [15].

The content spread maximization problem is one such applications. It
is introduced by Chaoji, Ranu, Rastogi, Bhatt [3] for friend suggestions in
social networks. It considers which pairs should come to be friends in order
to maximize the spreadability of contents. This problem can be reduced to
maximizing a submodular function subject to a b-matching constraint, which
we deal with in this paper.

There are several approaches to this problem. The most simple ap-
proach is to use the classical greedy algorithm that was introduced in Fisher,
Nemhauser, Wolsey [8] for general constraints. Jenkyns [11] suggested that
this algorithm achieves a 1/(p+1)-approximation for a p-system constraint,
and Calinescu, Chekuri, Pál, Vondrák [2] gave the full proof. A b-matching
constraint is a special case of a 2-system constraint, so that the greedy algo-
rithm can be used for b-matching constraints. This algorithm can achieve a
1/3-approximation in O(bnm) time, where n is the number of vertices and
m is the number of edges.

The greedy algorithm with decreasing threshold was devised by Badani-
diyuru, Vondrák [1]. This algorithm speeds up the greedy algorithm while
almost keeping the approximation ratio. Specifically, it can obtain a (1/3−ϵ)-
approximation in O(mϵ log m

ϵ ) time.
Feldman, Naor, Schwartz, Ward [7] designed the local search algorithm,

which is a 1/(p+ 1
k + ϵ)-approximation for a p-exchange system constraint,

where k is an arbitrary positive integer and ϵ is an arbitrary positive real
number. A b-matching constraint is a special case of a 2-exchange system,
therefore a 1/(2 + 1

k + ϵ)-approximation can be achieved. In the case of
k = 1, the approximation ratio is almost equal to the greedy algorithm,
and as k becomes larger, the approximation ratio increases asymptotically
toward 1/2, which is the best known so far. However, the running time is
O(bk+1nk+1mϵ−1) and not practical for large graphs.

Another approach is the continuous greedy algorithm and pipage round-
ing. In this approach, we obtain an approximate solution of a continuous
relaxation problem by the continuous greedy algorithm and round it to get
an integer solution. It is first introduced by [2] as a (1− 1/e)-approximation
algorithm for a matroid constraint. The continuous greedy algorithm can
be applied to various constraints including b-matching constraints, but there
is no efficient rounding method for a b-matching constraint. [3] proposed a
simple rounding method for a b-matching constraint, but the overall running
time is Õ(n7) and the approximation ratio is worse than that of the greedy
algorithm.

We present two new approximation algorithms for maximizing a mono-
tone submodular function subject to a b-matching constraint.

One is the find walk algorithm. This approach was first proposed by
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Drake, Hougardy [6] in the design of a linear time 1/2-approximation algo-
rithm for the maximum weighted matching problem. Mestre [16] extended
it to the b-matching problem for any positive integer b while keeping the ap-
proximation ratio and the time complexity. We show that this approach can
be used to derive a 1/4-approximation scheme for a monotone submodular
function.

The other is a randomized local search algorithm. This approach was
first used by Pettie, Sanders [18] for the maximum weighted matching prob-
lem and extended by Mestre [16] for the b-matching. For both problems,
the resulting algorithms run in O(bm log 1

ϵ ) time in expectation and return a
(2/3− ϵ)-approximation in expectation. We extend this approach for maxi-
mizing a monotone submodular function and prove that the approximation
ratio is (2/5− ϵ) and the running time is O(b3nm log 1

ϵ ) in expectation.

2 Preliminaries

2.1 Monotone Submodular Functions

Let E be a finite set. First of all, we define some notation. For an arbitrary
subset S ⊆ E and an arbitrary element e ∈ E, let S + e = S ∪ {e} and
S − e = S \ {e}. Similarly, f(e) = f({e}) for any set function f : 2E → R≥0

and e ∈ E. Given a set function f : 2E → R≥0 and a subset A ⊆ E,
fA : 2E → R≥0 is defined by fA(S) = f(A ∪ S)− f(A) for every set S ⊆ E.

A set function f : 2E → R≥0 is submodular if f(A)+ f(B) ≥ f(A∪B)+
f(A ∩ B) for all A,B ⊆ E. For each A ⊆ E, fA is also submodular. A set
function f : 2E → R≥0 is monotone if f(A) ≤ f(B) for all A ⊆ B ⊆ E. It
is widely known that f is submodular if and only if fA(e) ≥ fB(e) for all
A ⊆ B ⊆ E and e ∈ E.

We assume that f is normalized, i.e., f(∅) = 0. Given a monotone
submodular function f that is not normalized, we can obtain a normalized
monotone submodular function f̃ by letting f̃(S) = f(S)−f(∅) for all S ⊆ E.

We use the following two properties of submodular functions proved by
Lee, Sviridenko, Vondrák [13].

Lemma 2.1. ([13, Lemma 1.1])
Let f be a non-negative submodular function on N . Let S′ ⊆ S ⊆ N ,

and let {Tl}tl=1 be a collection of subsets of S \ S′ such that each element of
S \ S′ appears in exactly k of these subsets. Then

t∑
l=1

[f(S)− f(S \ Tl)] ≤ k
(
f(S)− f(S′)

)
.
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Lemma 2.2. ([13, Lemma 1.2])
Let f be a non-negative submodular function on N . Let S ⊆ N and

C ⊆ N , and let {Tl}tl=1 be a collection of subsets of C \ S such that each
element of C \ S appears in exactly k of these subsets. Then

t∑
l=1

[f(S ∪ Tl)− f(S)] ≥ k (f(S ∪ C)− f(S)) .

2.2 b-matching Constraints

Let G = (V,E) be an undirected graph and b a positive integer. A subgraph
of G is a b-matching if the degree of each vertex is no more than b. Under a
b-matching constraint, a solution set S ⊆ E must satisfy the condition that
(V, S) is a b-matching of the graph. We define I as a set family of all sets of
edges satisfying a b-matching constraint.

Let n be the number of vertices and m the number of edges. Let δE(v)
denote the degree of vertex v ∈ V in graph (V,E). Let Ev be the set of all
edges incident to v in E for each vertex v ∈ V .

From now on, we deal with the monotone submodular function maxi-
mization subject to a b-matching constraint. In this problem, the ground
set E of the objective function f is the set of all edges in the graph that
represents the constraint, and if we regard f as a weight function on edges,
the solution is a set of edges that has the maximum weight. Assume that
the structure of the graph that represents the constraint is known a priori
and can be used in algorithms.

When considering the time complexity of algorithms, we assume the value
oracle and the independence oracle. In this assumption, we can obtain the
value f(S) and judge whether S ∈ I or not in O(1) time for an arbitrary set
S ⊆ E.

3 The Find Walk Algorithm

The find walk algorithm was first introduced by Drake and Hougardy [6] as a
linear time 1/2-approximation scheme for the maximum weighted matching
problem. Mestre [16] proved that it can be generalized for the maximum
weighted b-matching problem with the same approximation ratio. Here, we
extend this algorithm to monotone submodular functions and prove that it
returns a 1/4-approximate solution.

This algorithm runs as follows. To begin with, initialize some variables.
Let S := ∅ and c(u) := b for all vertices u ∈ V . Then, find a walk from
an arbitrary vertex that satisfies c(u) > 0 and δE(u) > 0, using FindWalk
procedure iteratively.

In FindWalk(u) procedure, start with reducing c(u) by one. Next, find
the edge (u, v) that has the maximum marginal value fS((u, v)) in all edges
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incident to u. If there remains no edge incident to u, make u be the end
vertex of the current walk. After finding the edge of the maximum marginal
value, remove it from E, and move the focus to u. If c(u) = 0, delete all
edges incident to u from E. Then, repeat FindWalk procedure until we come
to a dead end.

If one walk ends, find another walk from a vertex such that c(u) > 0 and
δE(u) > 0, and repeat. When there is no vertex such that c(u) > 0 and
δE(u) > 0, partition S into S1 and S2 so that an edge added to S in odd
numbered time is taken into S1, and even numbered time into S2. Since the
number of calling FindWalk(u) is no more than b for all u ∈ V , and at each
calling, the degree of the vertex increases by at most two, it follows that
both S1 and S2 are b-matchings. Then, return argmax{f(S1), f(S2)} as an
output.

Algorithm 1 Find Walk Algorithm
1: S := ∅.
2: c(u) := b for all u ∈ V .
3: while there is u ∈ V such that c(u) > 0 and δE(u) > 0 do
4: S := S ∪ FindWalk(u).
5: split S into S1 and S2.
6: return argmax{f(S1), f(S2)}

Algorithm 2 FindWalk(u)

1: c(u) := c(u)− 1.
2: if δS(u) = 0 then
3: return ∅.
4: (u, v) := argmax{fS(e) | e ∈ Eu}.
5: E := E − (u, v).
6: if c(u) = 0 then
7: E := E \ Eu.
8: return (u, v) + FindWalk(v).

Theorem 3.1. The find walk algorithm runs in O(bm) time and returns a
1/4-approximate solution.

Proof. At the end of the algorithm, δE(u) = 0 or c(u) = 0 for all vertices
u ∈ V . For each edge (u, v), if c(u) = 0 or c(v) = 0, (u, v) was removed from
E when c(u) or c(v) became 0. If δE(u) = 0 and δE(v) = 0, (u, v) must have
been removed from E. Then, E is empty at the end of the algorithm.

Let S∗ be an optimal set. For the proof, assume that S∗ is known from
the beginning of the algorithm and we consider making a map ϕ : S∗ → S
during the algorithm as follows. When we add (u, v) to S, if (u, v) ∈ S∗

then let ϕ((u, v)) = (u, v), else choose an arbitrary edge (u, ṽ) ∈ S∗ and let
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ϕ((u, ṽ)) = (u, v). Then, remove the assigned edge from S∗. If δS∗(u) = 0,
assign no edge.

First, we show that when the algorithm stops, the map ϕ is completed,
i.e., S∗ = ∅. For all (u, v) ∈ S∗, if c(u) = 0 then u is passed b times and all
edges in S∗ incident to u are assigned. The same applies to the case c(v) = 0.
At the end of the algorithm, c(u) = 0 or c(v) = 0 holds. This is because if
c(u) ̸= 0 and c(v) ̸= 0, (u, v) is not removed and we can make a new walk
from u or v.

Next, we show that fS(S∗) ≤ f(S). For all e ∈ S, let Se be S just before
e is added to S, then we obtain:

fS(S
∗) ≤

∑
e∈S∗

fS(e) ≤
∑
e∈S∗

fSϕ(e)
(e) ≤

∑
e∈S∗

fSϕ(e)
(ϕ(e)) ≤

∑
e∈S

fSe(e) = f(S).

The first and second inequalities are due to the submodularity. The last
inequality holds because we chose the edge that has the maximum marginal
value at each step.

Due to the monotonicity, f(S∗)− f(S) ≤ f(S∗ ∪ S)− f(S) ≤ f(S), and
hence f(S∗) ≤ 2f(S). From the submodularity, f(S) ≤ f(S1) + f(S2), and
it follows that max{f(S1), f(S2)} ≥ 1

4f(S
∗).

The running time is bounded as follows. The number of calling FindWalk(u)
is no more than b for each vertex u ∈ V , and the marginal value of each edge
(u, v) is evaluated only in FindWalk(u) and FindWalk(v), so that the number
of oracle calls for each edge is O(b). Therefore, the overall running time is
O(bm).

4 The Randomized Local Search

Feldman, Naor, Schwartz, Ward [7] designed the local search algorithm for
maximizing various functions under a p-exchange system constraint. For a
monotone submodular function, the approximation ratio of this algorithm
is 1/(p + 1

k + ϵ) for an positive integer parameter k. Since b-matching con-
straints are a subset of 2-exchange systems, we can obtain a 1/(2 + 1

k + ϵ)-
approximation by using the local search algorithm. This is almost the same
as the greedy algorithm when k = 1, and better when k > 2. But the local
search algorithm is slower and not very practical.

We propose a randomized approximation scheme for this problem, which
can get a (2/5− ϵ)-approximation in expectation. This approximation ratio
is the same as that of the local search in the case of k = 2 . The running time
of the new algorithm is O(b3mn log 1

ϵ ) in expectation. On the other hand,
the local search algorithm in the case of k = 2 runs in O(b3n3mϵ−1) time
even if we consider that we should check only alternating paths at each step
of improvement1. Thus, our new algorithm is faster than the local search in

1In the local search algorithm, we can obtain the same approximation ratio if restrict
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the case of k = 2.
The randomized local search was first devised by Pettie, Sanders [18]

as a (2/3 − ϵ)-approximation for maximizing a linear function subject to
the maximum weighted matching problem. Mestre [16] extended it to b-
matching constraints while keeping the approximation ratio. We show that
this approach can be applied to monotone submodular functions and the
approximation ratio is 2/5 − ϵ. This algorithm also can be interpreted as
an accelerated variant of the local search algorithm in the case of k = 2 by
randomizing.

Before explaining the algorithm, we define some notation. The random-
ized local search considers alternating paths, as with the local search algo-
rithm, and for an arbitrary alternating path A, we call f(S△A)− f(S) the
benefit of A. At each step of improvement, we consider two kinds of alter-
nating paths: pieces and arms introduced by Mestre [16]. An arm A out of
an vertex u is an alternating path that consists of an edge (u, v) ∈ E \ S
and maybe an edge (v, x) ∈ S. A piece P about an edge (u, v) ∈ S is an
alternating path that consists of (u, v) itself, maybe an arm out of u and
maybe an arm out of v. We assume that an alternating cycle including e
whose length is four is also a piece about e. In the algorithm and the proof,
we consider only feasible exchanges, in other words, an arm or a piece A
such that S△A ∈ I.

The randomized local search starts by obtaining an initial feasible set
using the greedy algorithm and substituting it for the current solution S. It
then repeats an improvement step ( bn5 log 1

ϵ ) times. At each step, we pick up
one vertex u out of n vertices uniformly at random, and choose case 1 with
probability δS(u)/b or case 2 otherwise. If case 1 is chosen, pick an edge e
out of all edges incident to u in S uniformly at random and find the most
beneficial piece about e. If case 2 is chosen, find the most beneficial arm out
of u. Then improve the current solution with the selected piece or arm.

Algorithm 3 Randomized Local Search
1: S := ∅.
2: for (i := 0; i < bn

5 log 1
ϵ ; i := i+ 1) do

3: choose a vertex u out of V uniformly at random.
4: if with probability δS(u)/b then
5: choose an edge e ∈ S out of edges incident to u uniformly at random.
6: find the most beneficial piece about e and improve S with it.
7: else
8: find the most beneficial arm out of u and improve S with it.
9: return S.

the searching area to alternating paths. Feldman, Naor, Schwartz, Ward [7] did not claim
this fact explicitly, but it follows naturally from their proof.
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Theorem 4.1. The randomized local search algorithm runs in O(b3mn log 1
ϵ )

time in expectation and returns a (2/5 − ϵ)-approximate solution in expec-
tation.

Proof. In this proof, let S∗ be one of the optimal sets, and S the current
solution. Both S∗ and S are feasible.

First, we evaluate the approximation ratio of this algorithm. The ex-
pected value of one step benefit can be bounded from below by the average
benefit of a certain multiset of alternating paths.

We show that S△S∗ can be partitioned into alternating paths satisfying
these conditions:

• for any vertex u such that δS(u) > δS∗(u), there are exactly δS(u) −
δS∗(u) alternating paths that starts with or ends at a edge (u, v) ∈
S \ S∗, and

• for any vertex u such that δS∗(u) > δS(u), there are exactly δS∗(u) −
δS(u) alternating paths that starts with or ends at a edge (u, v) ∈ S∗\S.

We start with non-cycle paths. If there is a vertex u such that δS(u) >
δS∗(u), start a path with an arbitrary edge (u, v) ∈ S \ S∗. Then, we move
the focus to v. If δS(v) ≤ δS∗(v), there should be an edge (v, x) ∈ S∗ \ S,
and we can move the focus to the next vertex x. If δS(v) > δS∗(v), end
this path and let v be the other end vertex. Repeat this process exchanging
S \ S∗ and S∗ \ S each time until the path ends. After that, remove this
path from S△S∗ and repeatedly get such paths until there is no vertex such
that δS(u) > δS∗(u). Then, obtain alternating paths from vertex u such that
δS∗(u) > δS(u) in the same way.

Next, we get alternating cycles. From an arbitrary vertex u such that
δS(u) > 0, we find an alternating path in the same way as before. For each
vertex v, δS(v) = δS∗(v) holds and it follows that this path does not termi-
nate until it reaches the start vertex. Since the number of remaining edges
decreases monotonically, S△S∗ will be empty at the end. Therefore, S△S∗

can be partitioned into alternating paths satisfying the above conditions.
Let A1, · · · , Ah be these paths.

We will next consider obtaining a multiset P = {P1, · · · , Pl} and a map
ϕ : P → (S \ S∗) ∪ V such that each Pi is an arm or a piece, and ϕ satisfies
the following two conditions:

• ∀e ∈ S \ S∗, |ϕ−1(e)| ≤ 2,

• ∀u ∈ V, |ϕ−1(u)| ≤ b− δS(u).

For each Ai, we consider separately whether Ai is a cycle or not. If Ai

is not a cycle, for all e ∈ (S \ S∗) ∩ Ai, take the piece P from e that is a
subpath of Ai into P and let ϕ(P ) = e. In addition, if the end edge e of Ai
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is an element of S∗ \ S, take the arm A that consists of e and the next edge
in Ai into P and assign ϕ(A) to the end vertex u. Next, we consider the
case where Ai is a cycle. If |Ai| = 4, assume {e1, e2} = Ai ∩ (S \ S∗), then
duplicate Ai as C1, C2, take them into P, and let ϕ(C1) = e1 and ϕ(C2) = e2.
If |Ai| ≥ 6, for all e ∈ Ai ∩ (S \ S∗), let P be the subpath of Ai that is also
a piece about e and add P to P. Then let ϕ(P ) = e.

We show that ϕ fulfills the above two conditions. Since A1, · · · , Ah is
the partition of S△S∗, each e ∈ S \ S∗ belongs to only one Ai. Hence ϕ−1

is a singleton of the piece about e. This is the reason the first condition is
satisfied. On the other hand, ϕ−1(u) consists of arms out of u in P, and the
number of such arms is the number of Ai that starts with or ends at a edge
(u, v) ∈ S∗ \ S with a certain v. Hence, |ϕ−1(u)| is max{δS∗(u)− δS(u), 0}.
From δS∗(u) ≤ b and δS(u) ≤ b, the second condition follows.

Next, we consider the number of occurrences of each edge (u, v) ∈ S△S∗

in P. For any (u, v) ∈ S∗ \ S, if there is no neighboring edge of (u, v) on
the u side in Ai, there is an arm out of u including (u, v) in P. If the next
edge (u, x) exists, P has a piece about (u, x) including (u, v). The same is
true with the v side. In addition, (u, v) does not appear in other paths of
P. Accordingly, (u, v) appears in exactly 2 alternating paths of P. For any
(u, v) ∈ S \S∗, there is a piece about (u, v) in P. If (u, v) has a neighboring
edge (x, u) in Ai, there is an arm out of x or a piece about the edge next
to (x, u) in P. The same is true with the v side, and there is no other path
including (u, v) in P. Consequenetly, (u, v) appears in at most 3 alternating
paths of P.

Let Pe be the most beneficial arm about e ∈ S and Pu be the most
beneficial piece out of u ∈ V . Using the above decomposition, we can bound
the expected value of improvement at each step:

E[one step benefit]

=
1

n

∑
u∈V

{
1

b

∑
e∈Su

(f(S△Pe)− f(S)) +

(
1− δS(u)

b

)
(f(S△Pu)− f(S))

}

≥ 1

bn

{∑
e∈S

2 (f(S△Pe)− f(S)) +
∑
u∈V

(b− δS(u)) (f(S△Pu)− f(S)))

}

≥ 1

bn

 ∑
e∈S\S∗

∑
P∈P:ϕ(P )=e

(f(S△P )− f(S)) +
∑
u∈V

∑
P∈P:ϕ(P )=u

(f(S△P )− f(S))


≥ 1

bn

∑
P∈P

{f(S△P )− f(S)}

≥ 1

bn

∑
P∈P

{f(S ∪ P ))− f(S) + f(S \ P )− f(S)} .

The last inequality holds because of f(S△P )− f(S \P ) ≥ f(S ∪P )− f(S),
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which is obtained by the submodularity.
Now we use the two lemmas 2.1 and 2.2. Each element of S \S∗ appears

in less than three elements of P and each element of S∗\S appears in exactly
two elements of P. Using the above two lemmas, we obtain:

E[one step benefit]

≥ 1

bn
{2fS(S∗)− 3f(S)}

≥ 1

bn
{2f(S∗)− 5f(S)}

=
5

bn

{
2

5
f(S∗)− f(S)

}
.

The second inequality is due to the monotonicity.
If f(S) ≥ 2

5f(S
∗), the solution is already a 2/5-approximation. If f(S) <

2
5f(S

∗), through one step of this algorithm, the difference between f(S)
and 2

5f(S
∗) decreases at least a factor (1 − 5

bn). At the beginning of the
algorithm, 2

5f(S
∗) − f(S) is no more than 2

5f(S
∗), so that after ( bn5 log 1

ϵ )
times of improvement, S satisfies:

2

5
f(S∗)− f(S) ≤ 2

5
f(S∗) ·

(
1− 5

bn

) bn
5

log 1
ϵ

≤ ϵf(S∗).

We conclude that we obtain a (25 − ϵ)-approximation in expectation.
Next, we evaluate the running time. For an arbitrary u ∈ V and an

arbitrary edge e incident to u, the time of finding the most beneficial piece
about e is O(δE(u)b

2n) and the time of finding the most beneficial arm out of
u is O(δE(u)b). Using this, we can bound the expected value of the running
time at each step:

E[one step time]

=
1

n

∑
u∈V

{
δS(u)

b
δE(u)b

2n+

(
1− δS(u)

b

)
δE(u)b

}
≤ 1

n

∑
u∈V

δE(u)b
2n

≤ 1

n
· 2mb2n

= O(b2m).

We need ( bn5 log 1
ϵ ) times of updates, so that the running time is O(b3mn log 1

ϵ )
in expectation.
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5 Conclusion

In this paper, we proposed two approximation algorithms for maximizing
monotone submodular functions subject to a b-matching constraint. One is
the find walk algorithm that is executed in linear time and returns a 1/4-
approximation, and the other is the randomized local search algorithm that
is a faster variant of the local search algorithm with the parameter k = 2. It
is an open problem whether the same result can be obtained using a similar
randomization when k > 2.
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