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Abstract

In a directed graph D = (V,A) with a specified vertex r ∈ V , an arc subset B ⊆ A is called an
r-arborescence if B has no arc entering r and there is a unique path from r to v in (V,B) for each
v ∈ V \{r}. The problem for finding a minimum weight r-arborescence in a weighted digraph has
been studied for decades starting with Chu and Liu (1965), Edmonds (1967) and Bock (1971). In
this paper, we focus on the number of minimum weight arborescences. We present an algorithm for
counting minimum weight r-arborescences in O(nω) time, where n is the number of vertices of an
input digraph and ω is the matrix multiplication exponent.

1 Introduction

In a directed graph D = (V,A) with a specified vertex r ∈ V , an arc subset B ⊆ A is called an r-
arborescence (or an arborescence rooted at r) if B has no arc entering r and there is a unique path from r
to v in (V,B) for each v ∈ V \{r}. As easily checked, a digraph D contains an r-arborescence if and only
if each vertex in D is reachable from r. If D is a weighted digraph, a minimum weight r-arborescence
is an r-arborescence whose total arc weight is minimum. Polynomial-time algorithms for finding a
minimum weight r-arborescence were discovered independently by Chu and Liu [3], Edmonds [4] and
Bock [1]. The best known bound for this problem has been obtained by Gabow et al. [6]. Their
algorithm runs in O(m+n log n) time, where n and m are the numbers of vertices and arcs of an input
digraph, respectively.

The above algorithms, however, find at most one minimum weight r-arborescence, while a digraph
might contain more than one. In this paper, we focus on the multiplicity of optimal solutions. More
specifically, we consider the following problem:

Given a directed graph D = (V,A) with a specified vertex r ∈ V and a weight function
w : A→ R+, find the number of minimum weight r-arborescences in D,

(1)

where R+ is the set of nonnegative real numbers. If w is a uniform weight, in particular, this problem
is easy. All we have to do in this case is to compute the number of r-arborecences in D. This can be
done by applying the following theorem, which is commonly known as the Matrix Tree Theorem. See,
e.g., [7, Problem 4.16] for its proof.

Theorem 1.1 (Matrix Tree Theorem) Let D = (V,A) be a directed graph. Let aij denote the
number of arcs leaving i and entering j for any two distinct vertices i, j ∈ V . Define the V ×V matrix
L = (lij) by

lij :=

{∑
k ̸=j akj (i = j),

−aij (otherwise).
(2)

Then, for each vertex i ∈ V , the number of arborescences in D rooted at i is equal to detLi, where Li
is the submatrix obtained by deleting the i-th row and column from L. ■
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By Theorem 1.1, one can compute the number of minimum weight r-arborescences in a uniformly
weighted digraph in O(nω) time, where ω is the matrix multiplication exponent (2 < ω < 3), i.e., the
number of elementary operations needed to multiply two n× n matrices is O(nω). Although problem
(1) is not so simple for an arbitrary w, we show that one can solve it within the same asymptotic
running time based on the method of Fulkerson [5].

The problem for finding a minimum weight r-arborescence can be formulated as an integer program,
which can be relaxed to the following linear program:

Minimize
∑
a∈A

w(a)x(a)

subject to
∑

a∈δ−(U)

x(a) ≥ 1 (U ⊆ V \{r}),

x(a) ≥ 0 (a ∈ A),

(LP)

where δ−(U) denotes a set of arcs entering U . The dual of (LP) can be described as follows:

Maximize
∑

U⊆V \{r}

y(U)

subject to
∑

U⊆V \{r}:
a∈δ−(U)

y(U) ≤ w(a) (a ∈ A),

y(U) ≥ 0 (U ⊆ V \{r}).

(DP)

Fulkerson [5] gave an algorithm for finding an optimal solution of (DP). This algorithm yields as a
byproduct an arc subset A◦ ⊆ A and a collection F ⊆ 2V \{r} such that an r-arborescence B in D is of
minimum weight if and only if

B ⊆ A◦ and |B ∩ δ−(U)| = 1 for each U ∈ F . (3)

This condition comes from the complementary slackness between (LP) and (DP).
To solve our problem (1), it suffices to count r-arborescences that satisfy (3). Actually, such

counting can be done in O(nω) time. A key observation that leads to this bound is that:

Given an unweighted strongly connected digraph D = (V,A), one can determine the numbers
of arborescences in D rooted at v for all v ∈ V simultaneously in O(nω) time.

(4)

We also give an efficient implementation of Fulkerson’s algorithm that runs in O(n2 +m log n) time,
which enables us to solve our problem (1) in O(nω) time as a whole.

A similar problem for spanning trees in an undirected graph has already been considered by Broder
and Mayr [2]. They devised an algorithm for counting minimum weight spanning trees in an undirected
graph in O(nω) time.

The rest of this paper is organized as follows. In Section 2, we explain Fulkerson’s algorithm.
In Section 3, we give an O(n2 +m log n)-time implementation of Fulkerson’s algorithm. Section 4 is
devoted to proving (4). In Section 5, we give an algorithm for counting r-arborescences that satisfy
(3) in O(nω) time to conclude that one can solve our problem (1) in O(nω) time.

2 Fulkerson’s algorithm

Let D = (V,A) be a digraph with a specified vertex r ∈ V and a weight function w : A → R+. We
assume that every vertex in D is reachable from r and that no arc of A enters r. In this section, we
explain Fulkerson’s algorithm [5] for finding an optimal solution y of (DP). An arc a ∈ A is said to be
tight for a feasible solution y of (DP) if ∑

U⊆V \{r}: a∈δ−(U)

y(U) = w(a). (5)
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Fulkerson’s algorithm can be described as follows.

Algorithm Fulkerson

⟨1⟩ Set A◦ := {a ∈ A |w(a) = 0} and y := 0.
⟨2⟩ Iterate the following until every vertex is reachable in D◦ = (V,A◦) from r.

⟨2-1⟩ Find a strong component U of the digraph D◦ with r /∈ U and A◦ ∩ δ−(U) = ∅.
⟨2-2⟩ Increase y(U) as much as possible until some arc a ∈ δ−(U) gets tight for y.
⟨2-3⟩ Set A◦ := A◦ ∪ {a ∈ δ−(U) | a is tight for y}.

Let y and A◦ be those obtained at the end of the above algorithm and set D◦ := (V,A◦). Note that
an arc a belongs to A◦ if and only if a is tight for y. Let F be a collection of vertex sets U ⊆ V \{r}
with y(U) > 0.

For a vertex subset U ⊆ V , we denote by D◦[U ] the subgraph of D◦ induced by U . It is easy to
see that D◦[U ] is strongly connected for each U ∈ F , and that F is laminar, i.e., U ⊆ W , W ⊆ U
or U ∩W = ∅ for all U,W ∈ F . Then we can take an r-arborescence B in D such that B ⊆ A◦ and
|B ∩ δ−(U)| = 1 for each U ∈ F , by taking D = D◦ in the following lemma.

Lemma 2.1 Let D = (V,A) be a digraph with a specified vertex r ∈ V and let F ⊆ 2V \{r} be a laminar
family. Suppose that every vertex is reachable in D from r and D[U ] is strongly connected for each
U ∈ F . Then there exists an r-arborescence B in D such that |B ∩ δ−(U)| = 1 for each U ∈ F .

Proof. By induction on |F|. We may assume that F contains no singleton. The case F = ∅ being
trivial, suppose that |F| ≥ 1. Let U be an inclusion-wise minimal set in F . Shrink U to a single vertex
u, obtaining a new digraph D′. Similarly, set F ′ := {(W\U) ∪ {u} |U ⊊ W ∈ F} ∪ {W |W ∩ U =
∅, W ∈ F}. Since |F ′| = |F|−1, induction gives an r-arborescence B′ in D′ such that |B′∩δ−D′(W )| = 1
for each W ∈ F ′. Expanding u to the original vertex set U , extend B′ to an r-arborescence B in D
(such an r-arborescence exists since D[U ] is strongly connected). Then B satisfies that |B∩δ−D(W )| = 1
for each W ∈ F . ■

Choose any r-arborescence B in D such that B ⊆ A◦ and |B∩ δ−(U)| = 1 for each U ∈ F . Now let
us show that y is an optimal solution of (DP) and B is a minimum weight r-arborescence. To prove
this, let χB be the incidence vector of B: namely we let χB(a) to be 1 for a ∈ B and 0 otherwise.
Then χB and y are optimal solutions of (LP) and (DP), respectively, by the complementary slackness.
Indeed, if χB(a) > 0 for some a ∈ A, then a is tight for y (as a ∈ B ⊆ A◦); If y(U) > 0 for some
U ⊆ V \{r}, then we have χB(δ−(U)) = 1 (as U ∈ F and |B ∩ δ−(U)| = 1). Hence y is optimal and B
is of minimum weight.

Conversely, any minimum weight r-arborescence B in D satisfies that B ⊆ A◦ and |B ∩ δ−(U)| = 1
for each U ∈ F . To see this, let B∗ be a minimum weight r-arborescence in D and let χB

∗
be the

incidence vector of B∗. Then χB
∗
is an optimal solution of (LP). Since y is optimal as well, we have

the following by the complementary slackness: For each a ∈ B∗, a is tight for y (as χB
∗
(a) > 0); For

each U ∈ F , χB
∗
(δ−(U)) is equal to 1 (as y(U) > 0). Hence we have B∗ ⊆ A◦ and |B∗ ∩ δ−(U)| = 1

for each U ∈ F .
As a consequence we have the following well-known proposition.

Proposition 2.2 Let D = (V,A) be a digraph with a specified vertex r ∈ V and a weight function
w : A→ R+ such that every vertex in D is reachable from r. Then there exists an arc set A◦ ⊆ A and
a laminar family F ⊆ 2V \{r} such that an r-arorescence B in D is of minimum weight if and only if
B ⊆ A◦ and |B ∩ δ−(U)| = 1 for each U ∈ F . ■

3 An efficient implementation of Fulkerson’s algorithm

In this section, we give an implementation of Fulkerson’s algorithm that runs in O(n2 +m log n) time.
Fulkerson’s algorithm can be redescribed as follows.
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Algorithm Fulkerson∗

⟨1⟩ Set A◦ := ∅ and y := 0.
Set z(v) := 0 for each v ∈ V \{r}.

⟨2⟩ Iterate the following until every vertex is reachable in D◦ = (V,A◦) from r.

⟨2-1⟩ Find a strong component U of the digraph D◦ with r /∈ U and A◦ ∩ δ−(U) = ∅.
⟨2-2⟩ Set µ := min{w(a)− z(v) | a = (u, v) ∈ δ−(U)}.

Set y(U) := µ.
Set z(v) := z(v) + µ for each v ∈ U .
Set A◦ := A◦ ∪ {a ∈ δ−(U) |w(a)− z(v) = 0}.

Throughout the iterations, z(v) is equal to the sum of all positive y(W ) with v ∈ W ⊆ V \{r}. Note
that the case µ = 0 may occur in ⟨2-2⟩ if U is a singleton (as we set A◦ := ∅ initially).

Let us consider the running time bound. First note that there are at most 2n iterations. This
comes from that the collection of vertex sets U chosen in ⟨2-1⟩ is laminar.

Next we consider the running time of ⟨2-2⟩. This part can be done in O(n2 +m) time throughout
all iterations, if we initially sort arcs of δ−(v) for each v ∈ V \{r} such that they are in increasing order
with respect to w. (Indeed, A◦ never decreases throughout the iterations.) This sorting can be done in
O(m log n) time. Hence we can perform ⟨2-1⟩ (including sorting) in O(n2 +m log n) time throughout
all iterations.

Now let us consider the running time of ⟨2-1⟩. A naive way for this part could require O(m+ n)
time at each iteration, which amounts to O(nm) time as a whole. Actually, one can do ⟨2-1⟩ in O(n)
time at each iteration. To show this, we introduce a certain concept for reachability.

Let D = (V,A) be a digraph with a specified vertex r ∈ V . We say that D is r-harmonious if there
exist functions ϕ : V → {0, 1, 2} and θ : V → Z+ such that:

(i) a vertex v ∈ V is reachable from r if and only if ϕ(v) = 0;
(ii) if ϕ(v) = 2, then δ−(v) = ∅;
(iii) for any u, v ∈ V with ϕ(u) ≥ 1 and ϕ(v) = 1, v is reachable from u if and only

if θ(u) ≥ θ(v);
(iv) if D contains no r-arborescence, then there exists a strong component K of D

such that δ−(K) = ∅ and ϕ(v) = 1 for all v ∈ K.

(6)

If such functions ϕ and θ exist, we say that ϕ is a color for D and θ is a label for D. See Figure 1 for
an example of an r-harmonious digraph.

ϕ = 0

ϕ = 1

ϕ = 2

K3

3 3

2 2

2

1

1

1

0

0
0

r

Figure 1: An r-harmonious digraph. Numbers assigned to vertices represent their values of the label.

Let us check some facts on an r-harmonious digraph D = (V,A) with a color ϕ and a label
θ. Suppose that D contains no r-arborescence, and let K be a strong component of D such that
δ−(K) = ∅ and ϕ(v) = 1 for all v ∈ K. Then each vertex v with ϕ(v) = 1 is reachable from any vertex
of K. (Indeed, if θ(u) < θ(v) for some u ∈ K and some vertex v with ϕ(v) = 1, then u is reachable
from v but v is not reachable from u, which contradicts that K is a strong component of D with
δ−(K) = ∅.) This also implies the uniqueness of K. So we let K(D) denote the strong component K
of D for any r-harmonious digraph D that contains no r-arborescence.

Now we are ready to prove the following lemma, which will be used to implement (2-1) efficiently.
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Lemma 3.1 Let D = (V,A) be a digraph with a specified vertex r ∈ V . Suppose that D is r-
harmonious with a color ϕ and a label θ and that D contains no r-arborescence. When adding to
D some arcs entering K(D), one can find a color and a label for the new digraph in O(n) time. In
particular, the new digraph is r-harmonious.

Proof. Let F be the set of arcs enteringK(D) that have been added toD, and set T := {u | (u, v) ∈ F}.
Let D′ denote the new digraph. Clearly, (6)(ii) is maintained. We consider two cases.

Case 1: T ∩ϕ−1(0) ̸= ∅. In this case, every vertex v with ϕ(v) = 1 becomes reachable in D′ from r
(as K(D) is reachable in D′ from r). Set ϕ(v) := 0 for each vertex v with ϕ(v) = 1, and set θ(v) := 0 for
all v ∈ V . This maintains condition (6)(i), (ii) and (iii). If D′ contains no r-arborescence, choose one
vertex s with ϕ(s) = 2, and set ϕ(s) := 1 and θ(s) := 1. This maintains (6). (In fact, K(D′) = {s}.)

Case 2: T ∩ϕ−1(0) = ∅. Clearly, (6)(i) is maintained. Let k be the value of θ on K(D). (Note that
θ takes the same value over K(D).) Let j be the minimum value of θ over K(D) ∪ {v ∈ T |ϕ(v) = 1}.
To restore (6)(iii), we do the following:

Set θ(v) := j for all v ∈ {u ∈ V |ϕ(u) ≥ 1, j ≤ θ(u) ≤ k} ∪ {u ∈ T |ϕ(u) = 2}. (7)

This maintains (6)(iii), since the set of vertices u with j ≤ θ(u) ≤ k and ϕ(u) = 1 is a strong component
of D′.

If θ(v) is less than j for any vertex v with ϕ(v) = 2 after doing (7), then (6)(iv) is also maintained.
(In fact, K(D′) = {u ∈ V |ϕ(u) = 1, θ(u) = j}.) If there is a vertex s with ϕ(s) = 2 and θ(s) = j after
doing (7), we set ϕ(s) := 1 and θ(s) := j + 1. This maintains (6). (In fact, K(D′) = {s}.)

It is not difficult to see that these operations can be done in O(n) time. ■
Lemma 3.1 implies that ⟨2-1⟩ can be performed efficiently by keeping D◦ = (V,A◦) r-harmonious

throughout the iterations. So we have the following result.

Theorem 3.2 Fulkerson’s algorithm can be implemented to run in O(n2 +m log n) time.

Proof. Since we have already observed that ⟨2-2⟩ can be done in O(n2 +m log n) time throughout
all iterations, it suffices to show that one can perform ⟨2-1⟩ in O(n) time at each iteration.

At the start of the algorithm, do the following: Choose one vertex s ∈ V \{r} arbitrarily, and set
ϕ(r) := 0, ϕ(s) := 1 and ϕ(v) := 2 for all v ∈ V \{r, s}; Set θ(s) := 1 and set θ(v) := 0 for all v ∈ V \{s}.
Then D◦ = (V,A◦) is initially an r-harmonious digraph with a color ϕ and a label θ (as A◦ = ∅). If we
choose K(D◦) in ⟨2-1⟩ at each iteration, we can restore ϕ and θ in O(n) time for the new digraph D◦

obtained after ⟨2-2⟩ at its iteration by Lemma 3.1. This implies that one can perform ⟨2-1⟩ in O(n)
time at each iteration. ■

Directly from Theorem 3.2 and discussion in Section 2, we have the following corollary.

Corollary 3.3 Let D = (V,A) be a digraph with a specified vertex r ∈ V and a weight function
w : A → R+ such that every vertex in D is reachable from r. Then one can find in O(n2 +m log n)
time an arc set A◦ ⊆ A and a laminar family F ⊆ 2V \{r} such that an r-arorescence B in D is of
minimum weight if and only if B ⊆ A◦ and |B ∩ δ−(U)| = 1 for each U ∈ F . ■

4 Simultaneous counting of rooted arborescences

Let D = (V,A) be an unweighted digraph with n vertices. For each v ∈ V , let τ(v) denote the number
of arborescences in D rooted at v. Theorem 1.1 tells us that one can find τ(v) in O(nω) time for each
vertex v. To find τ(v) for all v ∈ V , we must determine all the diagonal cofactors of the matrix L
defined by (2). If L were nonsingular, this could be done by computing its inverse in O(nω) time.
Unfortunately, however, L is in fact singular, and a naive way requires O(nω · n) time. In this section,
we show that one can determine τ(v) for all v ∈ V in O(nω) time if D is strongly connected.

Let H = (hij) be an n× n matrix satisfying the following condition:

n∑
i=1

hij = 0 for j = 1, 2, . . . , n. (8)
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So the sum of each column of H is equal to zero. Let Hi denote the submatrix obtained by deleting
the i-th row and column from H for i = 1, 2, . . . , n. Then H can be partitioned as

H =

(
α β
γ η

)
, (9)

where α = Hn. If α is nonsingular, then each detHi can be written as follows.

Lemma 4.1 If H satisfies (8) and α = Hn is nonsingular, then

detHi = −(α−1β)i · detα (10)

for i = 1, 2, . . . n− 1. Here (α−1β)i means the i-th component of the vector α−1β.

Proof. Let i be an integer from 1 to n− 1. Define

P :=

(
α−1 0
λ 1

)
, (11)

where λ is a row vector of dimension n− 1 with all entries equal to 1. Then we have

PH =

(
I α−1β
0 0

)
, (12)

where I is the identity matrix of dimension n−1. Let ei denote the i-th unit vector, and let Gi denote
a matrix arising from H by replacing the i-th column of H with ei. It follows from (12) that

det(PGi) = det

(
(Pei)i (α−1β)i
(Pei)n 0

)
= −(α−1β)i. (13)

This implies the lemma, since det(PGi) = detP detGi = detHi/ detα. ■
Since both detα and the vector α−1β can be determined in O(nω) time, Lemma 4.1 implies that

all the diagonal cofactors of the matrix H can be computed in O(nω) time. This immediately yields
the following result.

Theorem 4.2 Given a strongly connected digraph D = (V,A), one can determine τ(v) for all v ∈ V
in O(nω) time, where τ(v) is the number of arborescences in D rooted at v.

Proof. Define the matrix L by (2). Note that the sum of each column of L is equal to zero. Since
D is strongly connected, detLi is positive for each i ∈ V by Theorem 1.1. This implies, in particular,
that Li is nonsingular for any i ∈ V . Hence, directly from Lemma 4.1 and Theorem 1.1, we obtain the
theorem. ■

5 Counting minimum weight arborescences

Proposition 2.2 reduces our problem (1) to a problem for counting arborescences satisfying certain
conditions in an unweighted digraph. Recall that D[U ] denotes the subgraph of D induced by U . We
now consider the following problem:

Given: a digraph D = (V,A) with a specified vertex r ∈ V and a laminar family F ⊆ 2V \{r}

such that every vertex is reachable in D from r and D[U ] is strongly connected for
each U ∈ F ;

Find: the number of r-arborescences B in D such that |B ∩ δ−(U)| = 1 for each U ∈ F .

(14)

In this section, we show that one can solve the above problem (14) in O(nω) time. With Corollary 3.3,
this implies that our problem (1) can be solved in O(nω) time.
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5.1 Outline

We may assume that F contains no singleton, since any r-arborescence in D enters each vertex v ̸= r
exactly once. We say that an r-arborescence B in D is F-tight if |B ∩ δ−(U)| = 1 for each U ∈ F . A
key observation for counting F-tight r-arborescences in D is that:

For any F-tight r-arborescence B in D and for any U ∈ F , B[U ] is an arborescence in D[U ], (15)

where B[U ] denotes a set of arcs of B spanned by U .
Now we give an useful idea that yields an efficient method for counting F-tight r-arborescences in

D. Let U be an inclusion-wise minimal set in F . For each v ∈ U , let τU (v) denote the number of
arborescences in D[U ] rooted at v. Since D[U ] is strongly connected, τU (v) is positive for each v ∈ U .
Let DU be a digraph arising from D by doing the following operations:

For each arc a = (s, v) ∈ δ−(U), replace a by τU (v) parallel arcs; Shrink U to a new vertex u. (16)

Similarly, let FU be a collection obtained from F by shrinking U . More precisely, set FU := {(W\U)∪
{u} |U ⊊W ∈ F} ∪ {W |W ∩ U = ∅, W ∈ F}. Then we have the following.

Claim 5.1 The number of F-tight r-arborescences in D is equal to that of FU -tight r-arborescences
in DU .

Proof. Let D′ be a digraph obtained from D by shrinking U to one new vertex u (without replicating
arcs). To avoid complication, let δ−(U) and δ−(u) denote the arc sets δ−D(U) and δ−D′(u), respectively,
and identify them as the same set. For each a ∈ δ−(U), let ∂−a denote the head of a in D. So ∂−a ∈ U .

For each arc a ∈ δ−(u), let σ(a) denote the number of FU -tight r-arborescences in D′ containing
a. Then the number of F-tight r-arborescences in D containing a is equal to σ(a) · τU (∂−a) for each
arc a ∈ δ−(U), by (15) and the minimality of U . Hence the total number of F-tight r-arborescences
in D is equal to

∑
a∈δ−(U) σ(a) · τU (∂−a), which implies the claim. ■

We can derive from Claim 5.1 an efficient method for solving problem (14). Note that |FU | = |F|−1.
Resetting D := DU and F := FU and iterating the series of the operations, we will get F = ∅ at some
point. Claim 5.1 implies that throughout the iterations the number of F-tight r-arborescences in D
does not change. If F is empty, the number of F-tight r-arborescences in D is nothing but that of
r-arborescences in D, which can be determined by just applying Theorem 1.1.

5.2 Algorithm description and complexity

Now we develop an algorithm for problem (14). Let D = (V,A) be a digraph with vertex set V =
{1, 2, . . . , n} that contains a specified vertex r ∈ V , and let F ⊆ 2V \{r} be a laminar family. Suppose
that D contains an r-arborescence and that D[U ] is strongly connected for each U ∈ F . We may
assume that F contains no singleton. Moreover, we may assume that the laminar family F = {Uk}tk=1

satisfies that Ui ⊊ Uj or Ui ∩ Uj = ∅ for any 1 ≤ i < j ≤ t, since the members of F can be found in
such an order by Fulkerson’s algorithm. Let aij denote the number of arcs leaving i and entering j for
any two distinct vertices i, j ∈ V . The counting algorithm can be described as follows.

Algorithm Counting

⟨1⟩ Set ψ(v) := v for each vertex v ∈ V = {1, 2, . . . , n}. Set q := n+ 1.
⟨2⟩ For k = 1, 2, . . . , t, do the following.

⟨2-1⟩ Set I := {ψ(v) | v ∈ Uk} and J := {ψ(v) | v ∈ V \Uk}. Define the I × I matrix L = (lij) by

lij :=

{∑
p∈I\{i} apj (i = j),

−aij (otherwise).
(17)

Determine τ(i) := detLi for each i ∈ I, where Li is the submatrix obtained by deleting i-th
row and column from L.

⟨2-2⟩ Set ajq :=
∑

i∈I aji · τ(i) and aqj :=
∑

i∈I aij for each j ∈ J .
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⟨2-3⟩ Set ψ(v) := q for each v ∈ Uk. Set q := q + 1.

⟨3⟩ Set I := {ψ(v) | v ∈ V }. Define the I × I matrix L = (lij) by (17). Return detLψ(r).

Let us consider the running time bound. For k = 1, 2, . . . , t, let dk and nk be the sizes of I and
I ∪ J in ⟨2-1⟩ at k-th iteration, respectively. So n1 = n. Note that each dk is larger than 1 (since we
suppose that F contains no singleton). It is easy to see that nk+1 = nk − dk +1 for k = 1, 2, . . . , t− 1.
This gives that t ≤ n and

∑t
k=1 dk ≤ 2n. Since we can do ⟨2-1⟩ in O(dk

ω) time at k-th iteration by
Theorem 4.2, we can perform ⟨2-1⟩, ⟨2-2⟩ and ⟨2-3⟩ at k-th iteration in time

O(dk
ω + dk(nk − dk)) ≤ O(dk

ω + ndk). (18)

Hence, throughout all iterations, we can perform ⟨2⟩ in time

O

(
t∑

k=1

(dk
ω + ndk)

)
≤ O

((
t∑

k=1

dk

)ω
+ n2

)
≤ O(nω). (19)

Also we can do ⟨3⟩ in O(nω) time. Therefore, problem (14) can be solved in O(nω) time, which
together with Corollary 3.3, implies the following theorem.

Theorem 5.2 Given a directed graph D = (V,A) with a specified vertex r ∈ V and a weight function
w : A→ R+, one can find the number of minimum weight r-arborescences in D in O(nω) time. ■
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